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Abstract— The distributed computing ideal model has 

discovered broad selection all through the most recent years. The 

explanation behind the accomplishment of distributed computing 

is the likelihood to utilize benefits on-interest with a pay as you 

make a go at valuing model, which turned out to be helpful in 

numerous regards. In view of low expenses and high flexibility, 

moving to the cloud is in reality convincing. Regardless of the 

evident favorable circumstances of distributed computing, 

numerous organizations falter to \move into the cloud", basically 

in view of concerns identified with accessibility of administration, 

information lock-in, and legitimate vulnerabilities. Lock-in is 

especially hazardous for the accompanying reasons. Firstly, 

despite the fact that accessibility of open mists is for the most 

part high, inevitable blackouts still happen. In the event that this 

is the situation, organizations bolted into such a cloud are 

basically at a halt until the cloud is back on the web. Also, open 

cloud suppliers for the most part don't promise specific 

administration level assertions , i.e., organizations bolted into a 

cloud have no ensures that this cloud will keep on proving the 

obliged Quality of Service (Qos) tomorrow. Thirdly, the terms of 

administration of most open cloud suppliers permit the supplier 

to singularly change evaluating of their administration whenever. 

Subsequently, a business secured a cloud has no mid- or long 

haul control over their IT costs and territorial correspondence 

transfer speed and costs. Here, we present the idea of a meta 

cloud that consolidates outline time and runtime parts. This meta 

cloud would conceptual far from existing offerings' specialized 

incompatibilities, consequently alleviating merchant lock-in. It 

helps clients discover the right set of cloud administrations for a 

specific utilization case and backings an application's beginning 

sending and runtime relocation. 

 

Index--   QoS,   SLAs, EC2, MetaCloud, DSL 

I. INTRODUCTION 
 

Many companies would love to be able to get the benefits 

of cloud--easy configurability, low cost, scaling, and more--

but, due to various reasons, can't take advantage of public 

cloud services like Amazon. However, Metacloud  a startup 

providing private cloud services, is looking to change the 

equation and make it much easier for companies to deploy 

their own private clouds.  in a nutshell, metacloud is  private 

cloud as a service. In its simplest terms OpenStack is installed, 

plus two years of IP, onto the client's server, at their data 

center. It appears to the clients as a public cloud-like 

experience, but it's on their server, on their premises, in their 

data center. People look at cloud as very two dimensional, 
public and private, but we dissect that into what we believe 

are four, core attributes. That is on premise, off premise, fully 

managed, and do-it-yourself. Those four dimensions matter 

because clients can sort of mix and match those, and end up 
with interesting business models. Better considering fully 

managed cloud, this also happens to be off premise. There is 

an advantage and disadvantage to that. The advantage is it is 

fully managed, and client has engineers and operations 

operating that cloud every day. The disadvantage is the 

liability because it's off premise to client. 

 

To some point, we can understand the Meta cloud based on 

a grouping of existing tools and concept, part of which we just 

examine. Figure 1 depicts the Meta cloud’s main components. 

We can arrange these components based on whether they’re 
important generally for cloud software developers throughout 

expansion time or whether they execute tasks throughout 

runtime. We explain their interaction utilizing the games 

gambling portal for a simple example. The Meta cloud API 

gives a combined programming interface to summary from the 

difference among source implementations of API. For users, 

utilizing this Application Program Interface prevent their 

request from being typically-wired to a particular cloud 

service submission. The API of Meta cloud can develop on 

available source cloud provider abstraction APIs, as 

previously mentioned. Even these deals mostly with the key 

value stores and computer services, in standard, all services 
can be covered that are theoretical more than one service to 

offer and whose specific APIs don’t differ too much, 

theoretically. Resource template engineers explain the cloud 

services required to process an application utilizing resource 

templates. They can identify service categories with extra 

proper ties, and a model of graph explores the functional and 

interrelation dependency between services. Developers create 

the Meta cloud reserve templates utilizing a plain DSL 

(domain-specific language), hire them in a few words specify 

necessary resources. store definitions are based on a kind of 

masterpiece model; thus engineers can develop reusable and 
configurable template components, which use them and their 

groups to reuse and share general resource templates in 

various projects. Utilizing the domain-specific language, 

engineers model components of their application and their 

necessary runtime needs, like as memory, I/O capacities, and 

CPU, as well as weighted and dependency communication 

between these components. The provision strategy uses the 

relations of subjective component to conclude the 

application’s optimal deployment configuration. Moreover, 
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resource template allows engineers to describe restrictions 

depending upon expenditures, geographical distribution and 

component proximity. 

  

II. PROBLEM STATEMENT 

 
Existing system: 

Cloud suppliers are overflowing the market with a puzzling 

body of forces, counting computer services like the VMware v 

Cloud and Amazon Elastic Compute Cloud (EC2), or key-
value stores, like the Amazon easy Storage Service (S3). A 

few of these services are theoretically analogous to every 

other, while others are very much dissimilar, but they’re all, 

eventually, technically mismatched and go behind no 

standards but their own. To extra vague the condition, a lot 

corporations not (only) construct on public clouds for their 

cloud calculating requirements, but unite public aid with their 

own private clouds, primary to known as hybrid clouds. 

 

Proposed system: 

Here, we say the concept of a Meta cloud (figure 1) that 

incorporates the design time and runtime components. In Meta 
cloud would abstract away from previous offerings’ technical 

incompatibilities, thus explanatory vendor lockin. It helps 

clients search the perfect set of cloud services for a specific 

use case and helps an application’s starting deployment and 

runtime migration. 

 

 

 

 

 
Figure 1 Conceptual Meta cloud overview 

 

III. SYSTEM DEVELOPMENT 

 Signup 
 Login 

 Attaching file 

 Cloud Migration 

 Transfer Mail 

 

Signup: In this signup module if a client or holder or trusted 

third party (TTP) or cloud service provider (CSP) need to 

register primarily, then only they has to right of entry in the 

data base. 

 

Login: In this login module people of any category which 

are mentioned above can login, the authentication to the user 

will be given by producing username and password. 

 

Attach file: Authenticated person is capable of uploading 
files into cloud in additional with Meta data, before uploading 

it into cloud, it issues by TTP into Validation. Then third party 

transfers the file to cloud service provider. 

With the help of file key cloud service provider decrypts 

the file. If Cloud Service Provider attempts to alter the 

information of the file, user can’t change it. If client made an 

attempt the considerate will go to the file authenticator. It 

provides outputs in the Cloud Migration. 

 

Cloud Migration: The Meta cloud benefit is, if we are not 

pleased with single Cloud Service Provider, we can exchange 

over to another cloud. So that we are utilizing couple of 
clouds at a time. In next cloud, there will not be corrupt / 

modify the original information; it will be failure even if they 

made an effort. 

 

Transfer Mail: The Mail will be transferred including with 

file decryption key to the end user, so as to client of the end is 

capable of file downloading. Vendor/authenticator transfers 

the mail to the clients who are in the catalog past while file 

uploading into the accurate cloud. 

 

IV. RELATED WORK 

 
Based on OpenStack, and enhanced with Metacloud’s 

enterprise-targeted characteristics, our awarded platform fives 

completely secure, highly available, scalable, and 

customizable congregated calculate, preservation, and 

environment of networking to your information center. 

Dashboard: Open Stack dashboard of Metacloud is a complete 

web portal self-service for people of administration and end 

users to supervise their clouds. By exploring the Open Stack 

capability API we create it simple to make up and arrange 

storage, instances, and projects. The dashboard also gives 

transparency into the utilization and performance of user 

cloud through Metacloud’s observing services. Finally, we are 

familiar with how time overwhelming client management is, 
so our dashboard contains integration with enterprise 

certification systems so user don’t have to reconstruct their 

user base which is existing already and permits for complete 

self-service project formation and administration. 

 

AWS APIs & Open Stack: 

 

Access which is programmatic to user cloud should be 

simple. This is the reason why we completely defend the 
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Open Stack APIs which provide a Restful interface to 

developers for cloud infrastructure handling. We also become 

conscious that client may be utilizing Web Services of 

Amazon so we are completely sure about Open Stack of 

Metacloud defends the AWS as well as APIs. Our API defend 

provides you elasticity for any count of cloud configurations. 

 

CLI Unified Open Stack 
 

We all aware a lot of admins and developers are interested 

about the command line, so it became more popular. This is 

what the reason we are confident that Open Stack of 

Metacloud is completely companionable with the CLI Unified 

Open Stack. These scriptable and influential command line 

tools provide user full flexibility to maintain all user resources 

of cloud. To formulate it as simple to initiate utilizing the CLI, 

every Open Stack of Metacloud installation comes along with 

pre-installed occurrences finishes all tools installation. 

Calculate: Open Stack of Metacloud permits clients to swiftly 

virtual machine instances deployment in a safe environment of 
multi-project. All Virtual Machine occurrence types are 

completely compatible with familiar deployments of cloud 

and can be adapted and optimized to user business 

requirements. Whether user is running tens or hundreds or 

thousands of systems, we provide the tools for user on-

demand supporting deployment any workload. 

 

Architecture of network: 

The network integrating is usually the leading dispute in 

cloud deployments of private, but moderately than forcing a 

detailed hardware device or architecture into user environment, 
we’ve taken a approach which is different. 

Our Manager of VLAN+ Network operates in several 

reference architectures to defend, floating IP addresses, multi-

tenancy security groups, integrated load balancing, and 

contiguous tenant IP pools and make sure of VLAN usage and 

optimal network address in user data storage. Metacloud 

OpenStack was built to support multiple network reference 

architectures and gives IT organizations flexibility down to 

the individual project level on the type of network architecture 

that can be supported. Let’s come back to the sports 

application use case. In a Meta- cloud-compliant alternative of 

this process accesses cloud operations using these Meta cloud 
API and doesn’t opening talk to the cloud-organiser-exact 

duty APIs. In an exacting case, this way the application 

doesn’t depend on Amazon EC2, SQS, or RDS service APIs, 

but on the Meta cloud’s compute, information, queue, and 

relational database duty APIs. 

 

In the first operation, this developer submits the user’s 

reserve pattern in the Meta cloud. It specify not just the three 

types of cloud services wanted to run the sports request, but 

also their crucial property and how they depend on each other. 

To calculate capital, for instance, the developers can specify 
CPU, RAM, and disk space according to terms define by the 

Meta cloud reserve pattern DSL. Each reserve can be named 

in the pattern, which allow for research during operation, 

runtime, and relocation. The resource pattern requirement 

should also contain interdependencies, such as the straight 

link in between the Web service calculates instance and the 

communication queue service. The rich information that 

resource template offer and helps the provisioning plan part 

make deep decisions about cloud service ranking. We can 
explain the working code for first use with a Web search 

resemblance, in which reserve template are questions and 

cloud service provider QoS and price in order to stand for 

indexed papers. Algorithmic feauters of the real ranking are 

further than this article’s range. If a number of capital in the 

reserve graph are only insecurely joined then the Meta cloud 

will be more likely to choose capital from unlike cloud 

provider for a single request. In our use Even though, we take 

for granted that the provisioning plan ranks the own Amazon 

cloud services first, and that the customer follow this advice. 

After the capitals are unwavering, the Meta cloud deploys the 

request, jointly with an instance of the Meta cloud proxy, 
according to customer-provided recipe. Throughout runtime, 

the Meta cloud substitute mediate flanked by the request 

mechanism and the Amazon cloud capital and sends monitor 

data to the reserve monitor part management within the Meta 

cloud. Scrutinize data helps the process to application’s 

supply outline and the provider’s generally QoS values, both 

store in the acquaintance base. The provisioning approach the 

module recurrently checks this modernized information, 

which might generate a migration. 

 

 The Meta cloud could transfer front-end nodes to further 
provider to place them closer to the application’s users, for 

example. Another explanation for a immigration might be 

updated pricing the data. After a price cut by Rackspace, for 

case, services strength the migrate to its cloud offerings. To 

make this decision, the provisioning strategy component must 

believe prospective migration costs concerning occurrence 

and money. Reserve monitor must collect and process data 

telling different cloud providers’ services such that the 

provisioning approach can match up to and rank their QoS 

property in a normalized, provider self-governing mode. Even 

though solution for use in the cloud are comparatively grown-

up, application relocation isn’t as well supported. Finding the 
equilibrium flanked by passage facilities provided by the Meta 

cloud and the appliance is mostly important. 

 

 Cloud-centric relocation makes the Meta cloud 

communications answerable for most migration aspect, 

important to issues with application specific intricacies, where 

as the application-centric migration, the Meta cloud only 

trigger the resettlement method, parting its finishing mostly to 

the function. We dispute that the Meta obscure must control 

the passage process but offer many interception points for 

application to weight the process at all stages. The 
provisioning strategy — the most integrative module, which 



International Journal of Emerging Technology in Computer Science & Electronics (IJETCSE)  
ISSN: 0976-1353 Volume 11 Issue 6 –NOVEMBER 2014. 

 

44 

 

derive strategy mainly based on input from runtime monitor 

and resource templates and effects them by execute exodus 

and exploitation recipe — requires further research into 

combine approach from the in order rescue and autonomic 

computing fields. In this signup module if a client or holder or 

trusted third party (TTP) or cloud service provider (CSP) need 

to register primarily, then only they has to right of entry in the 

data base. The Mail will be transferred including with file 
decryption key to the end user, so as to client of the end is 

capable of file downloading. 

 

V. CONCLUSION 

 

Working on the meta cloud, we face the following technical 

challenges. Resource monitoring must collect and process data 

describing different cloud providers’ services such that the 

provisioning strategy can compare and rank their QoS 

properties in a normalized, provider independent fashion. 

Although solutions for deployment in the cloud are relatively 

mature, application migration isn’t as well supported. Finding 
the balance between migration facil the application is 

particularly important. Cloud-centric migration makes the 

meta cloud infrastructure responsible for most migration 

aspects, leading to issues with application specific intricacies, 

whereas in application-centric migration, the meta cloud only 

triggers the migration process, leaving its execution mostly to 

the application. We argue that the meta cloud should control 

the migration process but offer many interception points for 

applications to influence the process at all stages. The meta 

cloud can help mitigate vendor lock-in and promises 

transparent use of cloud computing services. Most of the basic 
technologies necessary to realize the meta cloud already exist, 

yet lack integration. Thus, integrating these state-of-the-art 

tools promises a huge leap toward the meta cloud. To avoid 

meta cloud lockin, the community must drive the ideas and 

create a truly open meta cloud with added value for all 

customers and broad support for different providers and 

implementation technologies. 
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