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ABSTRACT-Study of medical image processing plays a vital relin
the field of research and development. Obviously, esearchers
continue to concentrate on the betterment of outputo the current
state-of-the-art. As a part of study, noise levelstimation in medical
images and removal of noises are performed by vans techniques
and methodologies. We propose an algorithm for remal of noises
using Dyadic Wavelet transform which significantly results us
improved output performances. The proposed transfamation is
very redundant and part of disturbance of image Dydic wavelet
co-efficients in transform domain will notd lead to serious
distortion. Therefore, the work is extended with tle same error
decision probability in expectation to better recostruction of the
input medical image by Dyadic wavelet based imageeehoising
(DWID). The experimental output shows significantly improved
results in terms of PSNR which shows the obtained aedical image
after denoising is upto the level of state-of-thdart.
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I INTRODUCTION

The areas of application of digital image procegsare so
varied that some form of organization is desirablattempting
to capture the breadth of this field. One of themest ways to
develop a basic understanding of the extent of @naocessing
applications is to categorize images accordinghtirtsource
(e.g.,visual,X-ray,and so on),Gonzalez et al (20&8)ment in
their work. AlZubi et al (2010) comment their worky

ShadiAlZubi et al (2010) the use of 3D image preoes has
been increased especially for medical applicatitins; leads to
increase the

qualified radiologists’ number who navigate, vieanalyze,
segment, and interpret medical images.

An efficiently method was needed for object detattin image
data for decision maker presented by Rajakumalr(@043) [1 ]
and Khalil etal (2014) [2]. The field digital image
processing refers to processing digital images leam of a
digital computer. Note that a digital image is cas@d of a
finite number of elements, each of which has aiqQadr
location and value.
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These elements are referred to as picture elemamizsge
elements, pels and pixels. Pixel is the term madely used to
denote the elements of a digital image Johnsoh(2084) [3].

Identifying and visualizing meaningful featureslamge volume
datasets remains a significant challenge.

Digital Image Processing (DIP) focuses on two mé&gsks such
as improvement of pictorial information for humawerpretation
and processing of image data for storage, trangmisand
representation for autonomous machine perceptigliégiions
of DIP include Industry (Digital camera, camcordeand
scanner), Medical imaging & image analysis (CT, M&id X-
ray) and others (Satellite imaging, resource aiglyand
national defense).

Image processing plays a vital role in diagnosid analysis of
various medical imaging modalities such as X-ra&B&T, CT
and MRI by Tamilselvan et al (2012)[4]. Quantificet by
manual tracing of outlines of structures is tediams time
consuming. The analysis and visualization of thege stack
received from the acquisition devices are difficidt evaluate
due to the quantity of clinical data and the amoohtoise
existing in medical images due to the scannerslf.itse
Computerized analysis and automated informatiotegys can
offer help dealing with the large amounts of dataj new image
processing techniques may help to denoise thosgesnatated
by AlZubi et al (2010) [5]. The fundamental stepslmage
processing include Image acquisition, Image enhaeog
Image restoration, Color image processing, Wavelatsl
multiresolution  processing, Compression, Morphatagi
processing, Segmentation, Representation & deumipand
Object recognition.

The first stage of any vision system is the imaggqusition
stage. After the image has been obtained, varioethods of
processing can be applied to the image to perfdren mhany
different vision tasks required today. Howeverthié image has
not been acquired satisfactorily then the inten@deséts may not
be achievable, even with the aid of some form ofhgm
enhancement. One of the forms of image acquisitioimage
processing is known as real-time image acquisifidrs usually
involves retrieving images from a source that isomatically
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capturing images. Real-time image acquisition e®at stream

of files that can be automatically processed, qdefoe later
work, or stitched into a single media format. Or@mmon
technology that is used with real-time image precgs is
known as background image acquisition, which dbssriboth
software and hardware that can quickly preserve itheges
flooding into a system. There are some advancedadst of
image acquisition in image processing that actuallse
customized hardware.

In this work, we have made an algorithm for theaded
analysis on noisy image to noise free image.

II. IMAGE ACQUISITION AND NOISE MODEL

Medical images are pictures of distributions of sibgl
attributes captured byan image acquisition systéfost of
today’'s images are digital. They may be post presesfor
analysis by a computer-assisted method.

Medical images come in one of two varieties: Prigecimages
project a physical parameter in the human body 8D amage,
while slice images produce a one-to-one mapping thaef
measured value.

Medical images may show anatomy including the gdatfiocal
variation of anatomy if the measured value is eglato it or
physiology when the distribution of substancesased.

A major difference between most digital medical gas and
pictures acquired from photography is that the ctepi physical
parameters in medical images are usually inacdesdir

inspection . Features or quantities determined bmputer-
assisted analysis cannot easily be compared withfeatures or
quantities. The development of efficient analyséehhiques
often uses this knowledge as part of the domainviedge to
make up for the inaccessibility of the measuredgerty. There
are different major and minor techniques to satithe

requirements of physical properties of image meagudevices.

The measuring devices may include noises along tivéhimage
which may result in undesirable effects such as@ndines,
unseen edges, blurred objects etc., The intrudest man not be
stopped but can be reduced by performing prioniegrof noise
model. Several methods were suggested for quantitabalysis
of noise models like Point spreading function (PSd)d
Modulation transfer function (MTF). To design aitaracterize
the noise model Probability Density Function (PDB}
Histogram may be used.

[ll. PROPOSED WORK

In our work we have consider an image with

Speckle noise and Dyadic Transform is implemented the
noised image processing. The speckle noise is &phcdtive
noise. Their appearance is seen in coherent imagystems
such as Laser, Radar and Acoustics etc., Specide tan exist

similar in an image as Gaussian noise. Its prolvaldensity
function follows gamma distribution:

i
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The proposed block diagram is shown below.

BLOCE DIAGRAM:
) ) Dradic
Input meEm&l — Loﬁ‘usss — wavelat
mage transform
|
1
v
Y _'_".EL H.(z} —“ !
Denoized :

image N PSR i N
g 5,08 L_-"“__,,"__(‘.J I

Wavelst Express Inverse

Thersholding |€— coefficientin |&—1 ‘:faf-m Byadic
= tia] demain cosfficients wavelet

i computabon transform

Fig — 1 Block Diagram of the proposed method
a.Input Medical Image

Digital Imaging and Communications in Medicine
(DICOM) is a standard for storing and transmitting medica
images enabling the integration of medical imagiegices such
as scanners, servers, workstations, printers, mietvardware,
and picture archiving and communication systém&CS) from
multiple manufacturers. DICOM files can be exchahbetween
two entities that are capable of receiving image patient data
in DICOM format
A low-pass filter is a filter that passes low-freqey signals and
attenuates signals with frequencies higher than dbeoff
frequency. The actual amount of attenuation folhedaequency
varies depending on specific filter design. Smawhiis
fundamentally a lowpass operation in the frequedoynain.
There are several standard forms of lowpass fileees Ideal,
Butterworth and Gaussian lowpass filter. The spatitlistance
D from the origin of the Transform.

The transfer function of an ideal lowpass filter
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Transformation based extraction was consideredavhe (H.G) ., ol
features of pre-processed images were extractedifterent - 2L
classifiers for different classifications.

Wavelet Transform is a powerful mathematical tool A (H,H) J\—*M -

with CAD system on images processing The Wavelalyais =
carried out by using a mother wavelgix) to an image which
can decompose the image into four quadrants with
interpretations denoted as LL, LH, HL, HH blocksrrgang
coefficients. Due to the local similarities betwesgighbouring
pixels many coefficients in the LH, HL, HH subbands
different scales will be small and LL concentratesmof the
image energy, used for further decomposition. Bt overall
process finds difficult in searching the best bldck fill to
implement edge orientation. Due to this PSNR vaduew and

the tumour below 2mm is hard to find.

¢. Dyadic Wavelet decomposition

Where W- wavelet function
H-High pass filter
G — low pass filter

The dyadic wavelet transform decomposes the arlyrection
on finite lasting componentp(t) called wavelets . The DWT of
the function f(t) generates WT coefficients W(agaording to
the

relati Master Layout
on:

b. Dyadic transformation

The dyadic transformation also known as the dyawap, bit
shift map or doubling map is the map which can gike W t
recurrence relation produced by the rule. The dyadi (a’
transformation can also be defined as the iterhtedtion map
of the piecewise linear function. The Wavelet basetion has

the characteristics of narrow band pass filter Whidso can ©)
conserve energy before and after transformationadizy ? s =, .
transform is continuous in time and space domaitrttei scales Wher e ST
are discrete. e Ot omlls- b it e
(t
¥ wa,b(t)

va \ «u gy
is a wavelet function of time scale (dilation)eqaaknd time

shift (translation) described by b, ar%""'b denotes complex
N/ NS t conjugation. For a=1 and b=iL,0(t) =y(t) is called the mother
wavelet. The wavelet transformation is reversibled athe

original function can be reconstructed on the bakihe values
of W(a,b) coefficients .

Basic Dyadic wavelet function It turns out that it is not necessary to take iatcount all
possible values of variables a and b. Instead passible to
The above function can be represented as choose finite set of their values satisfying follogr conditions:

a =% b = Zn where k and n are integer (dyadic series). I thi
case the original function f(t) can be represented the
superposition of dilated and translated waveleth tie weights
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d(k,n) denoting
coefficients

FH=Y Ydkn2 2@ t-n (@

k=—con=—0co

the dyadic wavelet transform (DWT)

d. Wavel et coefficient computation

The dwt2 command performs a single-level two-dinamed
wavelet decomposition. Compare this function toed®c?2,
which may be more useful for denoising applicatidrhe
decomposition is done with respect to either ai@aer wavelet
or particular wavelet decomposition filters.

The wavelet cdéicients of a function in a biorthogonal wavelet
system. We denote hiyande¢ the dual scaling functions, by
and ey the corresponding dual wavelets, and by N theroofle
the wavelet system. For anyef L2(R), we denote by fj,k the
function

f;,k(t) = 2j/2f(2jt-k) @)
e. Thresholding

The procedure of the signal denoising based on D3\Ebnsist
of three steps; decomposition of the signal, thokkhg and
reconstruction of the signal. Several methods uss idea
proposed and implements it in

different ways. When attempting to decrease thkiénfce of
noise wavelets coefficient, it is possible to dis tim particular
ways, also the need of information of the undedysignal leads
to different statistical treatments of the avaiginiformation

During the thresholding process , individual psxal an image
are marked as “object” pixels if their value is @jex then some
threshold value ( assuming an object to be brigthien the

background ) and as “back ground” pixels if theatue is less
then threshold value. Typically, an object pixebigen a value
of ‘1’ while a background pixel is given a value &F. The key

parameter in the thresholding process is the choicdhe

threshold value between 0 to 75

For different threshold values, the layout may getthe final

response for different steps, at step 4 the respassshown
below.
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Step 4:

[ Thresholdvalue 50

instruction for the animator Text to be displayed In the working area (DT)

« The anginal image

4
4

resuiting image when the threshold value i 50

Fig - 3 Threshold Value 50
IV PERFORMANCE ANALYSIS AND RESULTS

We have considered different pixel values of thputnimage
and the performance are obtained to show effeats®rmof the
process that has introduced. The following figuessd the
results shows the projections of processed meditafje. This
may be extended for group of medical images (ne&fly
medical images).

a. 256*256 Pixelsformatsimages

Fig — 4 Input Image, Noisy Image, Denoised Image

b. 512*512 Pixelsformatsimages
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Fig =5 Input Image, Noisy Image, Denoised Image

c. 1024 * 1024 Pixels formatsimages

Fig — 6 Input Image, Noisy Image, Denoised Image

The estimated values for the input image of différerder is
shown below table which were restricted to meaandsdrd
deviation and entropy which helps to study the ma@dimage in
its contrast, edges and clarity.

Tabulation:
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Pixel prop ertiss

Pixe Mean Standard deviation Entropy
lsize

Input | Nosse |Denoised | Input | Neis |Denoised | Input | Neise | Denoised

image | image | image | image | mae | image | image | image | image
256 | ST6245 | FT33M | 032 TLET [ 733561 | Q1340 | 49247 | 51409 | 6366
512 | 573924 | 376607 | 00347 | L8611 | TR364 | 01214 | 483080 50973 0330
1024 | 573848 | 375734 | Q4104 | 73.0026 | 738337 | Q0981 | 4874 | 3074 | 32168

Table — 1 Results and Performance Analysis
V CONCLUSION

Based on the characteristics of dyadic waveletsfcam, this
paper presents an selfadjusted threshold methotnpsove
image denoising performance. Experimental resuitawvsthat
the important indexes of standard deviation andaigoise
ratio of layered threshold denoising are obviosslgerior to the
fixed threshold responsing indexes. Denoising éffet our
method is demonstrated to be superior to the hadl soft
threshold methods. Artificial noise in the process
reconstruction can be reduced due to invariabityparallel
movement of dyadic wavelet. In addition, layerecesold can
adjust threshold function automatically to imprdte precision
of image reconstruction.
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