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Abstract — In a peer-to-peer (P2P) network, every
machine plays the role of client and server at thsame
time. Although a P2P network has a number of
advantages over the traditional client-server modeiin
terms of efficiency and fault-tolerance, additional
security threats can be introduced. Users and IT
administrators need to be aware of the risks from
propagation of malicious code, the legality of dowlnaded
content, and vulnerabilities within peer-to-peer sétware.
Security and preventative measures should be
implemented to protect from any potential leakage ©
sensitive information and possible security breactse
Within corporate networks, system administrators ned
to ensure that peer-to-peer traffic complies with he
corporate security policy. In addition, they shouldonly
open a minimal set of firewall ports to allow for sich
traffic. For end-users and/or home users, precautns
must also be taken to avoid the possible spread wfuses
over peer-to-peer networks.

Index Terms- distributed hash tables, forums, peer-to-peer
networks, video on demand, User generated content.

I. INTRODUCTION

Peer-to-peer (P2P) is an alternative network muméhat
provided by traditional client-server architectureP2P
networks use a decentralised model in which eaathime,
referred to as a peer, functions as a client ustbwn layer of
server functionality. A peer plays the role oflemt and a
server at the same time. That is, the peer ciatenrequests
to other peers, and at the same time respond tamiing
requests from other peers on the network. It diffeom the
traditional client-server model where a client eanly send
requests to a server and then wait for the servesponse.
With a client-server approach, the performancéhefderver
will deteriorate as the number of clients requestervices
from the server increase. However, in P2P networksall
network performance actually improves as an inéngas
number of peers are added to the network. Theses gee
organise themselves into ad-hoc groups as they coigate,
collaborate and share bandwidth with each otheptoplete
the tasks at hand (e.g. file sharing). Each pesuptoad and
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download at the same time, and in a process lilg tew
peers can join the group while old peers leavengttame.
This dynamic re-organisation of group peer membkers
transparent to end-users. Another characteristia &#2P
network is its capability in terms of fault-tolemm When a
peer goes down or is disconnected from the netvibekP2P
application will continue by using other peers.r Erample,
in a Bit-Torrent system, any clients downloadiragétain file
are also serving as servers. When a client fimds af the
peers is not responding, it searches for otherspg@érks up
parts of the file where the old peer was, and ooes the
download process. Compared to a client-server modwre
all communication will stop if the server is dowa,P2P
network is more fault-tolerant.

Il. RELATED WORKS

State management of multicast protocols involves

timely updating of the multicast routing tablegtat involved
nodes to maintain the correctness of the multicasting
structure, tree or mesh, according to the curratvark
topology. Even under moderate node mobility andticasdt
member size, state management incurs consideraidarda
of control traffic. When the group size grows, amdiumber
of groups increase, traditional tree or mesh basethods
become inefficient. To address the scalability essuthey
need to reduce the protocol states and constradr th
distribution, or even use methods that do not rteedave
protocol state. A number of research efforts halapted this
method, which can be classified into the followaagegories:
overlay multicasting, backbone-based multicastingd a
stateless multicasting. They study these diffeegairoaches
for constraining protocol states, and their scéitgbissues.
Once a virtual backbone is formed, the multicagtration is
divided into two levels. The lower level multicasthich is
within a cluster, is trivial. For the upper levellticast, the
protocol uses a pure flooding approach within taekbone.
MCEDAR builds a routing mesh, named as graphs,mitre
virtual backbone, to connect all CORE nodes [1]néw
layered resource allocation which fully utilizeg tAMC and
layered coding facilities in broadcast standarddapgting a
generalized performance metric to accommodate wsrio
quality measures, we will describe an algorithm aluhi
maximizes the quality of each video session, while
guaranteeing a minimum video quality to all usenrsq this
algorithm runs in polynomial time under any givesaurce
budget. They show that a system-wide optimal resour
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allocation can be obtained with a simple two-steppectrum. This method separates data into hieiclayers
decomposition of allocation that deals with eadewisession including one base layer and multiple enhancemeydrs
and then with the system as a whole. They alsoeptes according to its importance [4]. P2P-based videatlemand

sub-optimal system-wide allocation algorithm of ueed
computational complexity, which
distribution of users’ radio conditions changesqgérently.
These new broadcast standards specify a shareal liakli
implemented by a low bit-rate single modulation aoding
scheme (MCS) to provide full area coverage regasdtef
users’ radio conditions. This contrasts with unicasvices,

(P2P-VoD) is a new challenge for the P2P technolbigyike

is useful when thestreaming live content, P2P-VoD has less synchinre

users sharing video content, therefore it is muohendifficult
to alleviate the server loading and at the samee tim
maintaining the streaming performance. To compensat
small storage is contributed by every peer, and new
mechanisms for coordinating content replicationntent

in which adaptive modulation and coding (AMC) s#dec discovery, and peer scheduling are carefully desigihis
MCS level that gives the best bit-rate for the oagtindition at paper, they describe and discuss the challengesttand
each receiver. Using AMC in broadcast and multisastices architectural design issues of a large-scale P2P-§4stem
can allow increased throughput for those users whHmased on the experiences of a real system deployedeP

experience good radio conditions without much modifon
of user devices. However, this leads us to an goeblem;
how should radio resources be allocated to diffeME&S
levels when users are experiencing a wide rangeadib
conditions [2]. In sight of this, existing literaas strive to
provision guaranteed Quality of Service (QoS) ters$ in
the dynamic CR networks describes a live videoastirg
system over the infrastructure-based CR networksyhich
multiple video flows are delivered to different gps of users
via the dynamic CR networks. To provide high-qyahideo
streaming with the minimal video distortion, thenppose a
cross-layer optimizer of the network which exploitsee
dimensions of the system: coding rate, spectruetieh and
spectrum sharing. It also studies the resourceaitn for
real-time streaming in CR networks .Unlike focusesthe
uplink only where users competes for the channevideo
upload. Based on the buffer storage of SUs and ¢heinnel
status, the base station performs the channel skihgdind
power allocation to minimize the packet loss of Slug to
buffer overflow. In, a game-theoretic frameworlpi®posed
to address the selfish behavior of users in theosgtreaming.
It studies the QoS provision in a OFDMA network gnd two
groups of users, the best effort (BE) and the tiead- (RT)
users, compete for the channel access. As a remult,
optimization framework is proposed to achieve trecimal
throughput of the network while satisfying the sfiecQoS
requirements of different users. With different lgetcstorage
in the play out buffer, we showed that video usease
different QoS of download and tolerance to the oetw

dynamics, characterized by the smoothness of med

playback.[3]. For video multicast, the key issumidesign an
optimum bandwidth allocation scheme that considees
overall user satisfaction over an entire mechaniJime
adaptive modulation and coding is one of the méfsttve
techniques to improve the average throughput aetice

wireless resource consumption. An MP-AMC algorithm

which adjusts the number of time slots and modutedif each
video layer of a scalable video. But this papeuass that all
slots are used in multicasting, without consideritig
condition of insufficient slots. It was shown thahen the
utility function is convex, the optimal utility pbdem can be
formulated into a convex problem. However, it v more
complicated while more constrains are considengeh as the
lower coding rate of modulation is necessary taelied to
the lower video layer. An adaptive modulation armdling
scheme in order to achieve better usage efficieaty

Live. The system is also designed and instrumemtitid
monitoring capability to measure both system anmdpmnent
specific performance metrics (for design improvetseas
well as user satisfaction [5].

Similar to many P2P file sharing or streaming systea
P2P-VoD system has the following major compone(asa
set of servers as the source of content (e.g.,aaji\b) a set
of trackers to help peers connect to other peeshaoe the
same content; (c) a bootstrap server to help peefiad a
suitable tracker (e.g. based on which geographézabn the
peer is located), and to perform other bootstrapfinctions;
(d) other servers such as log servers for loggiggifecant
events for data measurement, and transit servetsefping
peers behind NAT boxes. These servers are typically
provided by the P2P-VoD operator. P2P-VoD streaming
service is an up and coming application for thermet. As we
prepare this paper, the P2P-VoD service in PPls\@ready
supporting up to over 150K simultaneous users, aerd
expect the number of users to grow further. Thisepathey
present a general architecture and important mgjl@locks
of realizing a P2P-VoD system [6].

I1l.  OUTLINE OF THE WORK

A.UGC/FORUM Measurement

An in-depth quantitative analysis of nine popular
websites that are based in different types of UGkey found
Bat UGC production follows “long-tail” distributis and is
marked with a strong “participation inequality”. &hfound
that not all UGC types follow the inverse power-law
distribution, and that large content collectionsuldobe
dominated by the presence of ultra productive usArs
quantitative study of forum spamming using contesded
analysis. They also proposed context-based analyskstect
Spam automatically and ways to overcome the shoitugs
of content-based analyses. To better understandhahee
and impact of online content voting networks, arety and
provided insight into the design of content promioti
algorithms and recommendation-assisted contenbaisy.
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UGC Forums
Measurements
Long tail Strong Inverse
distribution Participation power law
inequality distribution

Fig.1. UGC Forum

B. Video on demand

IV. EXPERIMENTAL SETUP

A. Introduction of Peersim

PeerSim is a Peer-to-Peer simulator. It has been
designed to be both dynamic and scalable. The esgin
consist of components which may be 'plugged in' asel a
simple ASCII file based configuration mechanism cebhi
helps reduce the overhead. The philosophy of PeeisSto
use a modular approach, as the preferred way afgodth it
is to re-use existing modules. These modules carofbe
different kinds, for example there are modules Wwhian
construct and initialize the underlying network, dates
which can handle the different protocols, modutesdntrol
and modify the network. PeerSim offers a lot osthenodules
in its sources, which ease greatly the coding oW ne
applications.

PeerSim can also work in two different modegsiesbased
or event-based. The cycle based engine is based vamy

There are several works on utilizing P2P vide@jmple time scheduling algorithm and is very eéfiti and

sharing to ameliorate the bandwidth cost of YouTlikes
services. YouTube is a centralized video sharimgice, and
its operation depends on the support of a huge aurob
server clusters that cost millions of dollars pexy dn
bandwidth. Some works focus on the structure ofpée
enhance the performance of video sharing in VOD/®R2
features a single multicast tree with the servethatroot
position. A source node that wishes to stream alered
sequence of packets to a collection of receivetschware
distributed among a number of clusters. They stut¥i® data
communication schemes, one based on multitreesttand
other based on hypercubes, for solving this questio

Video Sharing VOD

System _‘ |7
YouTube
Two Data J t P2vVOD

Communication

Fig.2. Video Communication

PeerSim offers a common platform for P2P

networks.

Simulating Peer-to-Peer (P2P) overlatwoeks is a
common problem for researchers and developerd, Pgf
overlay networks need to be scalable. In additithese
networks are highly dynamic, because of the faat ttodes
constantly join and leave the network. Thus creatm
simulation for such a large dynamic network isidifft due to
technical constraints even on the most powerful himes.
Several solutions exist to solve this problem. Pe=rSim
P2P simulator is one of the most known among rebeas
and is the subject of our project.
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scalable. However, it has some limitations. Peer8an
achieve a network consisting of 107"6nodes using the
cycle-based engine. As an example it does not mtiel
transport layer. The event-based engine is baseal rore
complex but more realistic approach. It is not vesgd. It is
not well documented and its performances are guitaown.

B. General Properties

PeerSim simulator is based on several components,
which can be divided in basically in 4 types:
1) Protocols
They are used to define the behaviour of the differ
peers. They can be of different uses, for example
handling and simulating the overlay network, or
implementing a distributed algorithm.
2)Nodes
They represent the peer themselves in the P2P
network. Every nodes has a stack of protocol whiith
define their behaviour
3)Controls:
As their name implies, controls can control the
simulation, either at regular intervals or duritng tin
initialization of the simulation.

C. Configurable parameters

There are four boxes to fill for both modes:
1) Global properties
2)Protocols
3)Initializers



International Journal of Emerging Technology in Conputer Science & Electronics (IJETCSE)
ISSN: 0976-1353 Volume 8 Issue 1 —APRIL 2014.

ann Note Topslogy
Contariin
FORTHUMEER oy
i Cvatin
ot ocston

. £ . B

L T vz

e
i

il e

8218410 =
. Lo

Wi e
zigne ot

o2z
g cists s
A ciuetd

dnit
Sever Speed ¢ 1.5 B

Fig.3 Node creati

& PEERPEER3

Configuration | User interface | Share Media

‘ Select File
Upload Files
Shared Files Details
Media hName Wedia Size
Sippi_lurkuthu.mpg 51085484
bailey.mpg 4692156
tracking.mpg 6936216
cubes - Copy.mpg 4435968

Remove Shared File Name

St e I

SERVER VIDED) FLES

on in server side

Browse

Media Location
1192.168.133.1 PEER3MedialSip...
11192.168.133.1 PEER3Mediahai..
11192.168.133.1 PEER3Mediatra...
i1192.168.133.1 PEER3Medialcu...

Remave

Fig.4 Maintenance share multimedia files in MBoerfrom

peer side.

& PEERPEER

Configuration  User interface | Share Media
Server Video Files

PesrD PEER P Media Name | Media

e3t216

PEER2 192.168.133.1 tracking.mpg

server 192.168.133.1 trackingmpg 6936216
PEER1 192.168.133.1 trackingmpg 6936216
PEER4 192.168.133.1 trackingmpg 6936216
PEERS 192.168.133.1 trackingmpg 6936216
PEER3 192.168.133.1 trackingmpg 6936216
Search Media

tr View Server Files

Size | Medialocation | [AvaialeNodes
PEERL

//192.168.13...
‘ PEER2
J/192.06813.. | ppepy
//192.160.43..,
//192.168.13..,
//192.168.13...
//192.168.13...

Request

= 0%

Fig.5 Display result for search in server side

£ Play Video - i

PEGE

Fig.6 Access media files from requesting node (peer)

Tae

[¥ Sabourinzpos| Results Carves - Smulation P2 =)

xh

(W iertace — imutarion P2F
|| Fite Simulations 2

session Edicol Show results ‘

0|

CICLE] ST
CrCLE] STV
creLE] srvf=x 2
CICLE] SV
CrCLE] STV
[CrcLE] sIv
[CYCLE] SIVI
[CrcLe] sov
[CrcLE] sov
[CYCLE] SIVI
[CrcLE] sIv
CrCLE] STV
CICLE] STV
CrCLE] sIv
EVENT] STV
EVENT] STV
EvEly [T
o

Cyde mode | Event mode | Mulli |

Variat on du parametre._Teps o exequion dens . Temps dexeauior Jens
2 04 56 -
= Multi Simuiations

0 0n network size
© on number o cycles
® 0n usage of nodes
|

1 Minimum percentage (055
|

- o
|

20 40 60 80 100

Maximum percentage (100%)

02 40 6 8 10

EVEl s Variation g |

EVE .

[EVE|  odaC

(e .
(EvE] 2 ? Number of experi.. % | m
20 simulations) will be process for ea..

1 Ran mult simulation 7

Launch the simulations

& 0w cf ks
"% [ L] [ sabournaposten:- = ojes) [X Resats curves - Sriador a

| X merfae - siruiation P26 [ X Gruplot

Fig.7 Simulation of peer to peer

V. CONCLUSION

Multimedia streaming of mostly user generated @atn
ongoing trend, not only since the upcoming of lfastand
YouTube. Future applications may support streanoifig
haptics as well. Due to the distributed creatiomaftimedia
content we investigate in this paper, how to baiichitecture
that is distributed, load-balanced and takes therbgeneity
of the participating nodes into account. The contion of
the paper is an architecture, which relies on aribiged
Hash Table, as it is common in today’'s P2P systéffes.
assume that the multimedia content is split up ontent
blocks. Our design is independent of any specificTDie
assume that for any content block a peer in the O$T
responsible. This peer maintains a list of peehsglvprovide
the content block, and responses to queries of@esbring for
the specific content block. We propose to use airsgor
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function taking parameters for heterogeneity (badtw
quality, online duration) and load balancing (aetand local
tasks) of the peers into account. This scoringtfanadecides

which peer to assign the streaming request to. Wlleiate our
solution in comparison to a stateless solution. liE&ataon
shows that our solution outperforms the referenbgtion by
saving up to a profit of 109% and that load balapémthe

system can be improved by 53%
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