International Journal of Emerging Technology i

n Conputer Science & Electronics (IJETCSE)

ISSN: 0976-1353Volume 24 Issue 11 — AUGUST 2017.

Biometric Authentication of PC by Using EEG
Signals

MUKUNDA RAKSIT Y R *and PROF. RAJESH R

# Department of Electronics, NMIT, Bangalore, India
" Department of Electronics, NMIT, Bangalore, India

Abstract— Authentication plays an important role in security
systems and security operations. In a general sendbere are
three types of person authentication: something agrson knows
(password-based), something a person has (token bkd}, and
something a person is (biometric-based). Each hasibwn merits
but also there are drawbacks which can cause vulnabilities to
security systems. Recently, technological advanceske it easy
to obtain Electroencephalography (EEG) signals. Morear, the
evidence shows that finding repeatable and stablerdinwave
patterns in EEG signals is feasible, and the prospedf using
EEG signals for person authentication promising. An
EEG-based person authentication system has the comieih
advantages of all three types of person authentidanh currently
in use, yet without their drawbacks. Therefore, an EEGhased
person authentication system should be suitable foespecially
high security systems. In this paper our aim to ddeve strong
and unbreakable authentication pattern is to be extcted for
that we are applying four level signal/dataset decoposition to
achieve reliable transformation. Based on the inteval
thresholding, a structural classification is perfomed on
transformed signals to analyses signal spectrums ipha, Beta,
Gamma, Theta and Delta of power to stabilize the meal status
before authentication. The resultant is now computedwith
neural networking algorithm for pattern classification and
decision making.

Index Terms— Authentication, Biometric, Thresholding,
Electroencephalography (EEG) signals.

I. INTRODUCTION

Electroencephalography (EEG) is a monitoring systam
analyzing and retrieving the electrical signalsnfrdorain
activities. This is collected with slab wise plagirof
electrodes on human brain and skull for autheritinatJsing
EEG the overall load in the system on processingtigeved.
The segmented reports are dividing into severatlepaith
same amplitude and frequency range. In generaé thes
constant and stationary signals for computation

Concurrent EEG recordings and fMRI filters have rbee

gotten effectively however fruitful synchronous eeting
requires that few specialized troubles be defeatekample,
the nearness of ball is to cardiographic antiqu®I Meat
ancient rarity also in the EEG ropes enlishmemrgetic
streams goes inside the solid attractive waybke¢dMRI. At
the time of testing, this can be overcome in vericaviews
effectively. These fields deliver conceivably huktfadio
recurrence warming and make picture antiquitiesleeng

28

pictures futile. Because of these potential dangesscertain

restorative gadgets can be utilized as a part\Radomain.

Thus, documentation from both MEG and EEG whicinis
synchronous that contain likewise be led, that fzefesv focal

points over utilizing either procedure alone:

EEG requires precise data about specific parteeogkull
that must be assessed, for example, skull spancatsy out
the different areas from skull. This problem widl bot found
in MEG, also it as to be adjusted for a synchrenou
examination enables.

Both MEG and EEG which identify action beneathtewr
of the surface ineffectively, in the EEG, mistakerements
of the level which profundity underneath cortextaf surface
one endeavors near look at. Be that as it mayntkakes are
altogether different between the systems, and didlasimg
them along these lines takes into account remedypimie of
this commotion.

MEG approaches for all intents and purposes no
wellsprings of mind movement underneath a couple of
centimeters under the cortex. EEG, then againgeasignals
from more prominent profundity, but clamor at ghlevel.
Less demanding will occur when joining this two time
direction figure out EEG flag surface at whicloitginates
(analyzing signals from the surface of the cerebrum
particularly accurate in MEG ), from more profoumdthe
mind what it originates, along these lines takimig iaccount
examination of more profound cerebrum signals thiémer
EEG or MEG all alone.

A. EEG acquisition:

In normal the EEG data which is recorded by putting
cathodes on the scalp with a conductive gel or,gltginarily
in the wake of setting up the scalp range by lgginaped area
to diminish impedance because of dead skin celisaétous
frameworks commonly utilize terminals, each of whis
appended to an individual wire. A few frameworkiize tops
or nets into which terminals are inserted; thig$pecially
normal when high-thickness varieties of anodesegeired.
Terminal areas and names are indicated by the nsaiv&0 o
20 frameworks for most clinical and research appiins
(with the exception of when high-thickness clustare
utilized). This framework guarantees that the namaof
anodes is predictable crosswise over labs. In rolastal
applications, 19 recording terminals (in additienground
and framework reference) are utilized. Fewer catkodre
ordinarily utilized whenever the neonates are us$ed
recording EEG . For the standard set-up extra dathoan be
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added in the medical application requests theifipeegion :

of the cerebrum with expanded spatial determination "'

Clusters with high thickness (normally by meanggpfor net)

can contain up to 256 terminals pretty much equytab s mmmnrismmmiaiomi
dispersed around the scalp.

Every terminal is associated with one contributana
differential speaker normal framework reference dends
associated with the other contribution of evenyfedéntial
enhancer. The electrical energy between the aetaerode
and the reference is enhanced by intensifiers (@eguwne s Nl
thousand—hundred thousand times, / sixty—hundredobB iy AT AW [ VN TR
electrical energy pick up). Afterword the Flag imoved JUIIL | TR A
(after that section) in the simple EEG, As the néef pens : ' i
as paper goes beneath when the EEG flag is gederaiFIG: EEG sample with Alpha, Beta, gamma and thataping

werdean ) iy S B A1 T Al iy s

Majority of EEG frameworks nowadays, notwithstamgliare
advanced, and the opened up flag is digitized bgna®f an
ADC in the wake of being gone through a hostile-dtiasing
channels.

Simple to-computerized examining normally happens a@one EGG signal classification from

two hundred fifty six to five hundred twelve he(56-512
Hz) EEG scalp in medical; inspecting till tweniiokertz(20
kHz) are utilized as a part of some explorationliapfions.
Amid the recording, a progression of actuation tsgi@s

. RELATEDWORK

Deon Garrett, David A. Peterson, Charles W. Anderso
and Michael H. Thaut [1], The paper describestiay have
linear (ilénear
discriminant study), non linear classifiers ( i®YM and
neural networks) and feature extraction . due t moises
content in the EEG signal can limit the advantafean
linear classification above linear classificatiarhis paper

might be utilized. These systems may actuate typica gives information about the results from both linead non
unusual EEG movement that may not generally wil. selinear classification for the natural EEG signalthwiive

Highly exposure to air , photic incitement , eyecomes,
psychological action, relax, deficient of sleep ethinclude
such techniques.An endivotes run of the mill s&zdirugs
might be pulled back is observed by amid epilepsy.

Electronically put away by computerized EEG flagickh
also be moved for show. For the high pass filer lam pass
channel normal settings are 0.5Hz and thirty fveséventy
hertz (35-70Hz) individually. In the commonly chais
through moderate relic the high pass move, for gentEEG
signs and development relic, while the low-padscsibinnels
through  high-recurrence  antiques, for
electromyography. EEG flag is approximately tenrmiolt
(10 pV) to hundred microvolt(100 uV) for a run aetmill
grow-up person which is measured
sufficiently, when it is measured through subdtgahinals it
is around ten to twenty millivolt(10-2mV).The diféace
between the voltages at two anodes which tellsheyBEG
voltage flag, For the perusing encephalographeéh@fEEG
can be set up in one of a little ways. The portrajEEG
electrodes is alluded to as a montage.
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Fig: Normal EEG signal
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mental tasks, finaly this paper reporting that riorear

classifiers gives improved classification resultsd also that
feature selection of hand movement tasks can be tyn
using genetic algorithms.

Wahyu Caesarendra, Mochammad Ariyanto. Syahara U.
Lexon, Elta D Pasmanasari ,Cindy R. Chang ,Joga D.

Setiawan [2] The described paper they have recotded
EGG data from eight subjects from emotive EEG dewith
sixteen electrodes, feature extraction method cisingrtime
field and numerical features are relevant to Eig@al. EEG

examplajata classification can done by using artificialns network.

This type of classification mainly to recognize fietern for
body prosthetic and disability person to wheelchdinis

through EEGpscapaper also reports the channels such as F7 araté=g§ood in

classification compare to all other 14 channels.

Inan Gu’ler and Elif Derya U" beyli [3], Paper cmts of
they have done multiset classification by suppattor
machine among correcting error output codes used f
multiset electroencephalogram data classificatiifficdity.
The algorithms like probabilistic neural network dan
multilevel preceptron neural network are also biested and
performance of classification of EGG signals arenpared
with this algorithms. wavelet coefficients and Iyapv
exponents are the features which signifiy the Eig@als and
the this features have been trained in svm andgaghieve
maximum classification accuracies.

Arun Chavan, Dr. Mahesh Kolte [4], In this papéFature
extraction of EEG signal can be done using diffeveavelets
and appropriate wavelet are chosen which give fsssilt,
from this feature extraction of EEG signals , bingseural
network algorithm the EEG signals are classifigd mormal
and abnormal class. The EEG dataset which is coadpos
through online, first the pre processed technigudane by
passing the EEG data to high pass and low passsféind to
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identify and correct the noise content as mugboasible the for evaluation. In this system, EEG is acquiredngsa

signal has to be represent in time domain. In ordleemove
unwanted noise from the signal the filtering metilody has
to be applied to the EEG signal. The wavelet tramsfare
applied to EEG signal recorded from each of elelgtso this
wavelet transform are used as pre processing.lfFimalising
artificial neural network the EEG data are classifi

M. Z. llyas, P. Saad and M. I. Ahmad, A. R. |. Ghi,
Paper includes, the classification of EEG signalsirain
computer interface is campared, one of the magk imthat
how to extract the significant EEG signals fromedaith poor
quality and also with noise content.in order togising BCI
system it is necessary to choose useful classditat
technique for classifying EEG signal. In this pape
classification technique such as support vector hina¢
multilayer perceptron artificial neural network, nkarest
neighbour, logistic regression are assessed. k hper
dataset 1 from BCI competition 4 which is usedtésting the
classifiers, classifier such as logistic regressiad support
vector machine most capable classifiers with higtueacy.

Umer I.Awan, U.H Rajput, Ghazaal Syed, Rimsha Igba
Ifra Sabat , M.Mansoor [6], Paper consists ofatdee
extraction and classification of EEG signals witffedent
facial expressions. The EEG data which is recofd®d non
invasive electroencephalogram device. The EEG whieh
is acquire from ten subjects, with age group betvedghteen
to fourtyfive. the feature vectors are extracted EEG
actions by using segmentation and selection witt neean
square value. K nearest neighbour algorithms azd fm the
classifications.

Yulianto Tejo Putranto, Mohammad Hariadi, Tri Arief
Sardjono, Mauridhi Hery Purnomo [7], in this paple
classification of EEG signals for motor imageryktdsas
done. The EEG signals are acquire from two classmo
imagery data, this signal are used for featureaetittn and
classification. for feature extraction the power BEG
signals, absolute mean wavelet coefficient, wavel
coefficient with average power, coefficients wittarelard
deviation are used. Finally classification can bealby using
k nearest neighbour, support vector machine, line
discriminant analysis. Finally linear discriminaabalysis
gives much accuracy compare to two classifiers.

Anjum Naeem Malik, Javaid Igbal and Mohsin I. Tiwan
[8], Paper has the EEG signal with several conilaina of
features and classifier are used in order to aechighest
classification correctness for 4 set EEG based 8Gtem.
Subjects as to perform knee and ankle joint movésrduring
which EEG data are recorded from sensorimotor gdrtem
4 subjects. After eliminating artifacts, the featwsuch as
average band power, peak,kurtosis,mean and skeswinass

sophisticated hardware unit with electrodes anttsemlue
recording system

A. Data Acquition

8 BIOPOTENTIAL INPUT CHANNELS
/ - brain (EEG), muscle (EMG}, & heart (&)

) ‘:\ )

OPENBCI
32bit Board

- ground w/ inverted commen mode noise

LOCAL SD STORAGE
HIGH POWERED ANALOG
FRONT-END

- maximum data rates
- improved portability
Texas Instrumens ADS1299 -
high gain, low noise ADC -
24bit channel resolution -

up to 16 kHz sampling rate -

ACCELEROMETER
STLIS3DH -
3-axes accelerometer -
16 bit data output

WIRELESS COMMUNICATION

- RFDigital RFD22301

I PROGRAMMABLE - Blustooth Low Energy (BLE)
- PIC32 uC (Microchip)
- Arduino-compztible

- 5GPIO pins

- high data rate radio via US3
- Arduing compatible

Fig Open BCI 32 bit board.

B. Open BCI dongle
RFduio pins are softened out up an indistinguishabl

request and format from the shields and RFduiooradi
RFdunio GPIo2 is linked with blue LED. Earningsrfré&-TDI
chip is linked with TXD [Red] and RXD [insatiab¥it LEDs.

Dongle will have 2 positions in slide switch[itri®ted on

base silk screen].At point when the switch is oRI@5 side,
the FTDI- DTR stick will be directed to the RFduistick

six(6)and prepared for information deliver to amdni the

Open BCl board. The setup will be called as "aadifmode
and furthermore takes into consideration prograen@pen
BCI board on air. When the switch is on the resgi{Rside,

the FTDI- DTR stick directed to the RFduino resgtk.

eIIhus reprogramming the RFduino on Dongle is takea i
account for this mode.

C. Feature Extraction:
Power Spectral Density (PSD) is a measure of dsflag

features were calculated. Finally classificatiom ¢& done energy force in the recurrence area. By and byP®bB is

using k nearest neighbour, support vector macHinear
discriminant analysis. This paper reports that dine

registered from the FFT range of a flag. The PSizgia
helpful approach to describe the adequacy versusmence

discriminant analysis which gives better accurasypared substance of an arbitrary flag. In the Random @b&ystem,

to other classifiers.

Il
In the proposed system, EEG is a major conceptiilye

PROPOSEDSYSTEM

30

PSDs are utilized to speak to the control and médion
channel signals. Arbitrary vibration is encounteeath day
in this present reality. The movements experienoedthe
back of a truck, the hold of a plane or ship, ted bf a flatcar
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amid travel are all arbitrary vibration. It is mornent at
numerous frequencies in the meantime. The suffigieat
these frequencies changes haphazardly with time tylfical
approach to depict arbitrary movement is as fatsaBower
Spectral Density.The example of power spectralsitgn
,from the figure we can analyze that signal xtams4Hz &
7Hz sin wave, so there are two peaks at 4Hz & 7Hz.

50
ant

30

it

5]

power

1

(=]

Al z a 8 10 12 14 %

frequency

Fig: signal x contains 4Hz & 7Hz sin wave, so thame two peaks at 4Hz&
THz.

D. Classification:

Classification process is initiated from the randoaming
set processing and thus classifies data basea arathing set
obtained from EEG data acquisition hardware unit tren
process the signal in classifying new data. Clasdibn
algorithm which takes two EEG data from differesérs and
gives an binary output 0 or 1, where Output O iatls that

speaking to the characterization yield for leftdaight hand
and feet summons. Then, the EEG information wits!
names are recorded. The tests directed in variays fibr a
similar subject are called distinctive sessions.

Trigger E :‘

Blank Screen Cuﬁ[magination—*—Feedba%/

01 20 3 4 5

timein s

Epoch Times
| Classifier

Fig: Queue based BCI method for Signal acquisition

IV. RESULTSAND ANALYSIS:

The proposed system is built with a moral for deisig and
delivering an authentication system for PC usingsEignal
study and processing. The detailed view on theyswith
respect to methodology and signal acquisitiongudisd in
precious chapters. In this chapter, a brief ovenaa result
and its discussion is studied.

Typically, the system is designed on inter domain
environment with raw signal collection from hardeaand
software for processing. The system uses, MATLABtg&S
fundamental and principle software for processingl a
justification. In general, the system acquires aignfrom
Hardware using electrodes and fed into the system f

the not authenticate and Output 1 indicates tha tlprocessing, training and classification. In thisojpct,

authenticate.

E. Methodology for Processing

This informational index of EEG information was oeged
from a few solid subjects. The prompt based BChpuater
comprised of two/three engine symbolism assignméntise
specific the creative energy of development ofléfie hand
[LH], right- hand [RH] and the both F (feet). Diffant session
was recorded for few subjects on various days dmd t
information of each and every session were put an@yan
one information document individually. The subgeutere
sitting in an agreeable easy chair before a P@&scioward
the start of a trial, the screen is clear. Follapiwo seconds
(t=2s), a sign as a bolt guiding either toward|&fe right or
down (comparing to three classes of LH, RH andheed
up and remained on the screen for a particularthe(®r10
sec). This provoked the subjects to play out theetzul
engine symbolism assignment. The subjects weraldskeéo
complete the engine symbolism assignment untilsigeal

Classification plays an important role under deciginaking
for authentication.

08 - Notepad
File Edt Fomat View Help

-93
-99
-105
-§
-1l
-3
-19
-8
-3
-0/

[o)E e

Fig : *. TXT file for acquired signals of EEG forquessing

vanished from the screen and attempt to dodge ¥lee e

squinting or eye developments amid the creativegsné\ 2
seconds break took after when the prompt is vadishbis
system is rehashed 30-100 times for each keeprrgmwith
the arbitrary signal succession. The worldviewakreated in
Figure 1. For each subject, the main run is cafiedduction
strategy which just exhibits the signs with no inpa view of
the online BCI classifier prepared on the EEG imfation
recorded from the introduction run, the frameworknc
display the framework criticism online by a few redrs

31
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Figure 1 [E=8(EoH =< Figure 3 =N ECE =
File Edit View Inset Tools Desktop Window Help o File Edit View Insert Tools Deskiop Window Help ]
DEdS | | ARRWBDEL-|S | 0EE o O de | bR OBDE M-S 0E |
150 FEIL Approximate frequency signal after 1st level decomposition
' ' 200 T T T T

100 —
100 B

0 i
50 B

-100

L L L L
0 500 1000 1500 2000 2500

0 i Detailed frequency signal after 1st level decomposition

50 1

100 1 L L L L L L L
0 500 1000 1500 2000 2500 3000 3500 4000 4500 -20

L L L L
0 500 1000 1500 2000 2500

Fig: EEG Signal for processing as Input Fig : Frequenbpased EEG signal processing in Levell

The graph is plotted for frequency decompositiori®at
The above graph demonstrates, input signal forgesing level of digitalization and the same is processwtisnown in
into the system, the signals are retrieved from fidx of fig 5.4, in fig 5.4 (Above) demonstrates detailed
acquired EEG samples from the hardware unit usirapproximation of signal frequency plotting. Andfig 5.4
electrodes. In this phase, the input is plottetth wéspect to (Below) demonstrates exact plotting of signal fremgy after
amplitude v/s time slots for detailed segmentatammd 1% |evel of decomposition.

processing. This improves system dependency inativer gieques = R
management for signal processing under neural mkitgp File Edit View Inset Tools Desktop Window Help o
DEES | k| RAUDEL- S| IEH aO
Figure 2 =N Sl === : '
Approximate frequency signal after 2nd level decomposition
Eile Edit ¥iew Insert Tools Desktop Window Help - 400 : i : i i
D de | k| RS O0BDEA-32|0E i
LoD Low-pass decomposition filter HIiD High-pass decomposition filter 200 i
1 - - 1 :
Poob P 7 05
' : : T 0 f 1
; ; i
0 ; i i
R 08 -200 ' : ‘ s '
53 H H H 4 0 200 400 600 800 1000 1200
o 2 4 3 3 3
) Detailed frequency signal after 2nd level decomposition
1Lc»R Low-pass reconstruction filter | r 200 ; ; . ; )
el 0s
L5 R I A 100 1
‘f : : £
0 1 : :
H ' H -0.5 ol "
: : b : 0 A 4
05 ]
0 2 4 6 8 0 2 4 6 8
100 | | L | |
0 200 400 600 800 1000 1200

Fig : Signal Processing under Low and High passr§l

Fig : 2" Level of Signal Frequency decomposition
For feature smoothing and attribute pattern extacind ) g . e
dominance, the system is processed with low paceln the above figure, "2 level of signal decomposition is
1 H H S
decomposition filter and low pass reconstructidterfiand :jnade and_t_e xp_Ialned._ dTZe pr_oceﬁglsminilh‘ofe&btfl_ of d
same with respect to high pass filters. This gestof gco:npom lon 'Sf pro:cn N .ats npu vde. . :; au?he
processing, improves overall benefit of processary Sighais are now Iree Irom Inter-oppressed nois c
; : feature patters are extracted. But there existhalvalue of
attribute extraction. . ] "
threshold noises and thu¥§ Bvel of decomposition

32



International Journal of Emerging Technology i
ISSN: 0976-1353Volume 24

Figure [E=1 =0 =
File Edit View [Insert Tools Desktop Window Help k]
ODdde kR0 EA-|S|0E | O
Approximate frequency signal after 3rd level decomposition
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2000 - B
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Detailed frequency signal after 3rd level decomposition
1000 T T T T T
0 . 1
1000 i
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Fig: 39 level of Signal Decomposition

The above graph demonstratésl8vel of decomposition
and refinement of signal attributes in more dethind
presided manner. Here the signal quality for autbation is

n Conputer Science & Electronics (IJETCSE)
Issue 11 — AUGUST 2017.

reflected in larger value spectrum of°1for Delta, this
demonstrates the signal power ration with respect
amplitude and frequency. The detailed descripg@hbwn in
th above figures in which, the users input of EE@hal is

processed, trained and later added with performdraiaing

state and regression computation. Signal undeighiained

with respect to the power and attributes extracted.

Signal powar spectrum
10

. ‘ ‘ e —
g 8\ A \ A
£l P \ /
H nh SOV A U NN AN SN A WA Vg S, U
s : 0 i m * w % )
Frequency
2000 — T T T
2 1000 S/ \ /\ - «{
L,\¥ R N e Ve
G : 0 i 5 ) 5 )

20
Frequency.

Frequency.

T T
L S
| I |
2 6

I
¥

8
Frequency

Fig : Power spectrum of incoming EEG signals

o\ reural Network Training (nntraintool)
Neural Metwork

Hidden Layer CutputLayer

improved and thus resulting signal attributes helpuilding . % 1 f: = H-l 5
. . . - = E | =4 B <
a neural networking iteration. ' = - =
B Figure 6 [E=5|E=R 55 T e oo e
Eile Edit View [Insert Tools Desktop Window Help a | Trainin 9=7 - Lefe"bernga-rrqiurard
Performance: Mean Squared Error
NEES | kRO DR LS| 0 o Derivative: Defoult  (chefauttoerm
Progress
Approximate frequency signal after 4th level decomposition Epache ° EL ;_:?_:;'"S gase
2000 . . . v . eI
212 i 0.0587 0.00
oao0 I 0.143 | 1.00e-05
ok | | 0.00100 G.01i00 1.00e+10
o & (=3
2000 . L L L .
0 50 100 150 200 250 300
Detailed frequency signal after 4th level decomposition
500 : T T T .
Plot Intervak L 66 epochs
0 b
” Vatidation stop
500 \ . . . . —
0 50 100 150 200 250 300
Fig : Neural Networking Console for EEG authenfimat
B. Performance Estimation
Neural Network Training Performance (plotperform), Epoch 10, Validation stop. [=rE=s
Flle Edit View Inset Tools Desktop Window Help s
Fig' 4th Level of Signal decomposition Best Validation Performance is 0.41984 at epoch 4
' . .. — 10 F ;
In this graph, the decomposition is finally conautton —
alidation

incoming EEG signal and the same is processed darah
networking in generating an overall segment forcpesing,
training and classification.

A. Classification and Decision making

Since the signal is decomposed and attributes efieed
and extracted. The process of classification arghasi
processing under neural networking is to be iné. In this
regards, some basic information on SVM and othe
processing parameters are defined and processethisin
section, the system is reported with a signal spectanalyzer
for demonstrating a signal in various ratios ofctpen such
as alpha, beta, gamma and theta is plotted. Tiusowes the
analyzing spectrum of given system. The alpha,, lgegtama
and theta power spectrum values are truly diffeagick most
differently plotted with respect to frequency anmdpditude
comparison. The gamma retrieves maximum amplitdid® o
whereas beta has maximum amplitude of 2000 andithen

Test

Mean Squared Error {mse)

10 Epochs

Fig : Performance estimation of 10 Epochs

increased with 1Dfor theta and alpha and the same is
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C. Training Set Validation A. Future Enhancement:
I8 Newrol Network Tiining ToiingStte (pltirintte,Epoch 10, Valdation to. == In future this system can be deployed in highertiaig
G 2 R L = areas for providing security. In proposed system, a
, Gradient = 01426, at epoch 10 independent hardware is used for signal acquiséimhthere

is chance for tamper such external devices, hemasear
future, this can be improved by packing entire &ajibn into

a commercial product

gradient
g
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