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Abstract— In the modern world, education system is
advancing day-by-day due to the introduction of cocept of
“smart classroom”. However, the attendance system tili
remains primitive, where the teacher/lecturer callsthe name of
students to mark their attendance .This system canebeasily
manipulated .In order to overcome this issue, biomgacs of the
students can be involved. The objective of this preft is to
perform face recognition in order to procure the deails i.e.,
name and usn of the student who attended class aimdorder to
link the attendance to the subject , the professointended to
enter subject details to the database.. This procede has to be
iterated every 15minutes to ensure that the studerdttends the
whole class.

Index Terms— Facial Detection, Recognition,Viola jones
Algorithm, MSE, Update Attendance,.

I. INTRODUCTION

Face detection has been regarded as the most coample
challenging problem in the field of computer visidvany
algorithms and methods have been developed foctitmte
and recognition of face. In face recognition systém first
step is face detection. Viola &Jones algorithmdgsdihere to
adopt a similar divide and conquer strategy, wiikiferent
face detectors are trained separately under
view-points or head poses. Feature extractioneirergl is
done by collecting a large set of faces and adeptain
machine learning algorithms to learn a face moa@lerform
classification. Face recognition is the processlétect the
faces in the frame and extract feature from theaet faces
and compare it with the faces stored in the databdse face
which best matches is recognized and the attendainttee
recognized person is updated. This image will aghput to
the system. For the effective face detection, thege needs
to be enhanced by using some image processingiteesn
like gray scale conversion of image . The imagéheilpassed
to perform face detection. Each student's facedpped and
the various features are extracted from them lilgtadce
between eyes, nose, outline of face, etc. usingetfeces as
Haar features, the student are recognized and impadng
them with the face database and their attendanmoarised. A
database of faces needs to be created for the smurpb
comparison. By enrolling the students to that dasabwe can
maintain the information of the students like rolimber,
student's name, and his or her photo for the ifiestiion.
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Il. LITERATURE SURVEY

In [1] this RFID system, the student shows RFIi@wdich
causes to begin the camera and faces are grablokd an
recognized so that the student’attendance is marked
SURF algorithm is then performed to align the exted and
registered faces. Finally, the CW-SSIM is adopted t
calculate the similarity of the extracted and regid faces.
Each time we need to update the RFID details and
involvement of students are needed. System cadsashigh.

In [2] A facial recognition system is an applicatiof
computer vision which is capable of performing thasic
task of identification and verification of persohocal
features are extracted by using two techniques ILBiceary
Pattern (LBP) and Histogram of Oriented GradieR©OG)
whsich are used for recognition of faces. Suppcettor
Machine (SVM) classifier is used for comparing tatse
stored features with extracted features from capitimages
of students. Since there are 2 techniques, it ted@® time
for recognizing the faces. Raspberry camera igiens

In [3] This paper proposes another methodologyfdoe
detection, they used a conjunction of RGB and Y ClaGlor

differespace bonds to segment skin pixels in the imagéidrpaper,

they try to recognize faces by feeding region psa® for

faces into a Convolutional Neural Network for featu
extraction and finally into a SoftMax Classifier rfo
classification. When the background or non-facagjons are

skin coloured, they are detected as skin duringialni
segmentation and finally false positives and evemigsal of

true positives.

. PROPOSEDMODEL

The proposed system architecture is as showngiarél.
The system describe about the algorithms used é th
automated attendance system such as Viola &Jogesthm
for face detection and face recognition by MSE.
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A. Pre-processing:

A color image has
components).One important task in
application is color space conversion. Real timagenand
videos are stored in RGB color space, becausebdssd on
sensitivity of color detection cells in the humasual system.
Conversion of RGB to YCbCr color space is ofteoiider to
take advantage of the lower resolution capabifitye human
visual system for color with respect to luminosifhus RGB
to YCbCr color conversion is widely used in image &ideo
processing.We prefer YCbCr in feature extraction
situations where, color description places integodé the
HSV color model is preferred over RGB model. HSVdeio
describe color similarity to how human eye tellgptrceive
color.

Disadvantage of RGB — even if there is a smalltflaton
in light the algorithm fails. Hence converting RG#®
Grayscale is important, also Grayscale works oregdyd the
image.
.Therefore preferring Grayscale has more advantage

B. Face Detection:

Face detection is achieved using viola jones fatedtion
algorithm. Viola and jones algorithm has four stagédarr
Feature Selection, Creating an Internal Image, Balast
Training, and Cascading Classifiers .Harr Featuwledion:

three channels(Red,Green,Blue
image processin

Grayscale take average of(R+G+B)/3 =8 bits

of properties forming matchable facial featuregdsition
and area: eyes, mouth, bridge of nose .5. Valuentad
gradients of pixel intensities. The four featureatched by
this algorithm are then sought in the image ofca fare given
in below images

Rectangle features: Value = (pixels in black area) -
Y(pixels in white area) Three types: two-, threesurf
rectangles. Viola & Jones used two- rectangle featuFor
example: the difference in brightness between tlinitew
&black rectangles over a specific area. Each featurelated
to a special location in the sub-window

Fig 2: Haar Feature that looks similar to the beid§the nose is applied onto
the face

—]—|

Fig 3: Haar Feature that looks similar to the eygian which is darker than
the upper cheeks is applied onto a face.

Integral imageAn image representation is called the
||9Iltegral image evaluates rectangular featuresrigtant time,
which gives them a considerable speed advantagenome
sophisticated alternative features. Because eaaturées
rectangular area is always adjacent to at least ather
rectangle, it follows that any two rectangle featwan be
computed in six array references, any three-retdafegture
in eight, and any four rectangle feature in ninke Tntegral
image at location (x, y), is the sum of the pixat®ve and to
“the left of (X, y), inclusive .Adaboost Trainingh& speed
with which features may be evaluated does not aatetyu
compensate for their number, however. For example
standard 24x24 pixel sub-window, there are a totd\l =
162,336 possible features, and it would be prokdit
expensive to evaluate them all when testing an é@naus,
the object detection framework employs a variantthef
learning algorithm Adaboost to both select the lestures
and to train classifiers that use them. This atbori
constructs a “strong” classifier as a linear clssrejects the
sub-window under inspection, no further processiag
performed and continue on searching the next sulaw.
The cascade therefore has the form of a degenesatdn the
case of faces, the first classifier in the cascadalled the
attentional operator — uses only two features liese a false
negative rate of approximately 0% and a false ppesrate of

All human faces share some similar properties. @he$0%. The effect of this single classifier is to ued by

evenness may be matched using Haar Features. A
properties are familiar to human faces:

1. The eye region is darker than the upper-cheekshe
nose bridge region is brighter than the eyes. &fiGoration

fequghly half the number of times the entire cascéle
evaluated. In cascading, each stage consists dfoags
classifier. So all the features are grouped inteei® stages
where each stage has certain number of featureBioation
of weighted simple “weak” classifiers. Cascade aecture
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On average only 0.01% of all sub windows are pgsiti which as the number of trained images increasd®(3,5)
(faces).Equal computation time is spent on all sifldows accuracy rate or confidence level also increased

must spend most time only on potentially positive
sub-windows. A simple 2-feature classifier can achi
almost 100% detection rate with 50% FP rate. Tlaststfier
can act as a 1st layer of a series to filter oustnmegative
windows 2nd layer with 10 features can tackle “leatd
negative-windows which survived the 1st layer, aon. A
cascade of gradually more complex classifiers aelsi@ven
better detection rates. The evaluation of the gt@assifiers
generated by the learning process can be donelguliak it
isn’t fast enough to run in real-time. For thisges, the strong
classifiers are arranged in a cascade in ordepwiptexity,
where each successive classifier is trained onlythmse Fig 4: Testimage 1
selected samples whiglass through the preceding classifiers——-

If at any stage in the cascade a classifier rejeoes a

sub-window under inspection, no further processiag
performed and continue on searching the next sablaw.
The cascade therefore has the form of a degenegatdn the
case of faces, the first classifier in the cascadalled the
attentional operator — uses only two features liese a false
negative rate of approximately 0% and a false pesitite of
40%. The effect of this single classifier is to ued by
roughly half the number of times the entire cascéle
evalu_a_ted. In cascading, each stage copsists dfoags Fig 5: Test image 2
classifier. So all the features are grouped int@isd StagesS TasLE 1: CONFIDENCE LEVELS WHEN SYSTEM IS TRAINED WITHDIFFERENT
where each stage has certain number of features. SET OF IMAGES

After training |After training After training
with 5 with 10 with 15
C. Face Recognition: pictures pictures pictures

Mean Square Error (MSE) is used for face recogmiti00.56120 0.75462 0.8418
Images will be in the form of training set in thatBbase.

Images in the database are considered as reféreages and (EESIE: 0.53766 0.65499 0.73244
the captured image in class is considered asiinage. The
live image of particular person from the captunedde will QRS 0.65499 0.75643 0.81594
be compared with reference images. Then the fakdoev
detected from live and reference images by Violaef
algorithm. The face detected from live image i® (apixels
and face detected from the reference image will(hg)
pixels. To calculate MSE both live and referencagmpixels
should be same , if not both images will be autarally
converted into the same size. Now we add up thelpiand o Percon 1
find MSE by using MSE=uD2 - uR2 .if MSE>threshold ,
student will identified and there name will be désged.

In the same way professor face will be detected ar ,gs
recognized.

Person 4 0.65422 0.76381 0.85859

Person 5 0.5289 0.64235 0.70636

Person 2 W Person 3 M Person 4 Person 5

0.9

0.45

D. Update Database:

The professor face with the subject name will loeest in
the database From the previous stage, face ismeszband
persons name is identified. Now, extract the UShinfithe © ™ After raining with 5 pictures. _ After training with 10 pictures _ After training with 15 pictures
database and updates the attendance in systenas@atatth Fig 6: Result graph 1
respect to each subject deatils.

0.225

IV. RESULTS

By training the face recognition system with piesirof
people with different angles below results are iolei@, in
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e r /I TABLE 2: CONFIDENCE LEVELS WHEN THE FACES ARE DIFFERENT ANGLE
L Names 0> [30° ___[60° ___190°

ko 72329 078278 06596 0

N FMo0.78199 070743 05102 0

[ENEN0. 72365 068352 0.69644  0.5331
[T l0.82436 082332 06778  0.5102

[0 74136 073276 05310 0

0.72329 078278 0.6596 0

Fig7: Test image Person 1

B Person 1 Person2 M Person 3
Person4 M Person5

0.9

v ,\ . b 0675 —
' 0.45 — — B
01.78199 0.70743 05102 0
Fig 8: Test image Person 2 0.225 - [ | || -
| ol o NS WIS S
_ A . 0 30 60 90

Fig 12: Results graph 2

The above results conclude that , as the numbeaiofng
images increases the confidence level and the acgof the
system also increases. System is also testedfferadit face
angles and it can recognize faces up to 60degdtised that
when the system is tested with an image contaistantents,
system recognized five of the students giving &fficy of
70%.

0.72365 0.68352 0.69644 0.5331

Fig 9: Test image Person 3

V. CONCLUSION:

In this work, we have presented a novel approadade
|\ | detection and face recognition of particular stuslén the
class room. The outcome that we obtained was stiguesty
ey iaing pr== S0 good. When we practically demonstrated on real time
were able to recognize 70% of the student’s faem ¢hvough
student face wasn't aligned with the camera. Titfisrs that,

Fig 10: Test image Person 4 this system was able to recognize the face of destueven
.- e when angle of alignment is different with respectamera.
_\ 1 ——-l This Automated system had an upper hand when cadpar

traditional systems which are currently in use.sTéystem
reduces man power and consumes less time to track t
student’s face in the classroom and safeguard dlte id a
4 highly secured way. This system is having highcedficy rate
@ dnd is faster and provides ease of access forste m order
g0 yield better result in our project, we adopthd tise of
viola & Jones algorithm for face detection and MBEface

074136 073276 05310 0 Recognition.
Fig 11: Test image Person 5
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VI. FUTUREENHANCEMENT:

The future work is to eventually improve the recdtign
rate of algorithms when there are unintentionahges in a
person looks like tonsuring head, using scarf, dhed@ihe
system developed only recognizes face up to 45edsgingle
variations which has to be improved further. Iniemmvments
which have low variations, adaptation could bringry
significant improvements to face recognition.
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