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Abstract- The growth in available online video material over the 

Internet is generally increasing day by day. To enhance the 

content based video retrieval, we propose a technique which 

incorporates Zero-Shots, Similarity Measure and Active Buckets. 

As multimedia data become ubiquitous in our daily lives, 

information retrieval systems have to adapt their retrieval 

performance to different situations in order to efficiently satisfy 

the users information needs anytime and anywhere. By 

incorporating three techniques the retrieved video will be the 

most relevant video for the query video. Explicit relevance 

feedback is used to satisfy the user if he is not satisfied with the 

retrieved video. 

 
Keywords: Feature extraction, Key frames, Content based video 
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I. INTRODUCTION 

 

Information retrieval systems are ubiquitous in our daily 

lives. They support us to store, manage and access 

voluminous information based on the systems’ underlying 

data. Thus, the primary aim of such information retrieval 

systems is to supply user’s with relevant and useful 

information in order to satisfy their information needs. To this 

end, the system should perform the information retrieval 

process of a user-specific query in an effective and also 

efficient way. 

 

Prominent examples of information retrieval systems are 

search engines in the World Wide Web.  They enable us to do 

a search for interesting web pages, popular video clips, 

famous research papers, gorgeous images, and so on. Almost 

all multimedia information inside and outside the World Wide 

Web are made accessible via appropriate retrieval systems. In 

order to fulfill retrieval and browsing tasks in the user’s sense, 

information retrieval systems use different kinds of models to 

represent their accessible data through additional semantic and 

syntactic information. This information reflects the contents of 

the stored data and represent the core of each information 

retrieval process. 

 

To perform the content-based information retrieval process 

in an efficient way, we propose a technique which first 

converts the given input video into frames and by using 

KeyFrame low and high level features are extracted. By using 

combinational based similarity features relevant videos are 

clustered. Based upon the metadata availability and visually 

similar criteria relevant videos are stored in the bucket upon 

the level of similarity. Finally most relevant video is retrieved 

by the user. 

Video Segmentation: 

 

 Usually, a video is created by taking a set of shots 

and composing them together using specified composition 

operators. A shot is usually a piece of video taken with a fixed 

set of cameras, each of which has a constant relative velocity. 

In general, a shot may have many associated attributes such as 

the duration of the shot, the type(s) of camera(s) used, and so 

on.  

 

A shot composition operator is an operation that takes two 

shot, S1 and S2, and a duration t as input and merges the two 

shots into a composite shot within time t. Thus, for example, 

suppose we wish to compose together two shots S1 and S2, 

and suppose these two shots have duration t1 and t2 

respectively. If f is a shot composition operator, then  f(S1, S2, 

t) creates a segment of video of length (t1+t2+t). S1 is first 

shown and then undergoes a continuous transformationover 

time interval t, leading to the presentation of S2 next. f(S1, S2, 

t) then is a continuous sequence of video. In general, a video 

as a whole may be represented as  

fn(…f2(f1(S1,S2,t),S3,t2)…,Sn+1,tn)  

 

Video segmentation, involves identifying the frame(s) 

where a transition takes place from one shot to another. In 

cases where this change occurs between two frames, it is 

called a cut or a break. Converting given input into scenes, 

scenes into shots and shots into frames. Frame is a single 

picture or still shot, that shown as a part of larger video or 

movie. Based upon the length of the input video, number of 

frames varied. Normally 24 frames per second. 
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Feature Extraction: 

 

 To extract features according to video structural 

analysis results is the base of video indexing and retrieval. We 

focus on the visual features suitable for video indexing and 

retrieval. These mainly include features of key frames, objects, 

and motions. 

 

The key frames of a video reflect the characteristics of the 

video to some extent. Traditional image retrieval techniques 

can be applied to key frames to achieve video retrieval. The 

static key frame features useful for video indexing and 

retrieval are mainly classified as color-based, texture-based, 

and shape-based. 

 

1) Color-Based Features: 

 

 Color-based features include color histograms, color 

moments, color correlograms, a mixture of Gaussian models, 

etc. The exaction of color-based features depends on color 

spaces such as RGB, HSV, YCbCr and normalized r-g, YUV, 

and HVC. The choice of color space depends on the 

applications. Color features can be extracted from the entire 

image or from image blocks into which the entire image is 

partitioned. Color-based features are the most effective image 

features for video indexing and retrieval. In particular, color 

histogram and color moments are simple but efficient 

descriptors.  

 

The merits of color-based features are that they reflect 

human visual perception, they are easy to extract, and their 

extraction has low computational complexity. The limitation 

of color-based features is that they do not directly describe 

texture, shape, etc., and are, thus, ineffective for the 

applications in which texture or shape is important. 

 

2) Texture-Based Features:  

 

Texture-based features are object surface-owned intrinsic 

visual features that are independent of color or intensity and 

reflect homogenous phenomena in images. They contain 

crucial information about the organization of object surfaces, 

as well as their correlations with the surrounding environment. 

Texture features in common use include Tamura features, 

simultaneous autoregressive models, orientation features, 

wavelet transformation-based texture features, co-occurrence 

matrices, etc.  

 

The merit of texture-based features is that they can be 

effectively applied to applications in which texture 

information is salient in videos. However, these features are 

unavailable in non texture video images. 

 

3) Shape-Based Features:  

 

Shape-based features that describe object shapes in the 

image can be extracted from object contours or regions. A 

common approach is to detect edges in images and then 

describe the distribution of the edges using a histogram, edge 

histogram descriptor (EHD) to capture the spatial distribution 

of edges for the video search task. Shape-based features are 

effective for applications in which shape information is salient 

in videos. However, they are much more difficult to extract 

than color- or texture-based features. 

 

B. Object Features 

 

Object features include the dominant color, texture, size, 

etc., of the image regions corresponding to the objects. These 

features can be used to retrieve videos likely to contain similar 

Objects. Faces are useful objects in many video retrieval 

systems. The limitation of object-based features is that 

identification of objects in videos is difficult and time-

consuming. Current algorithms focus on identifying specific 

types of objects, such as faces, rather than various objects in 

various scenes. 

 

C. Motion Features 

 

Motion is the essential characteristic distinguishing 

dynamic videos from still images. Motion information 

represents the visual content with temporal variation. Motion 

features are closer to semantic concepts than static key frame 

features and object features. Video motion includes 

background motion caused by camera motion and foreground 

motion caused by moving objects. Thus, motion-based 

features for video retrieval can be divided into two categories: 

camera-based and object-based. For camera-based features, 

different camera motions, such as “zooming in or out,” 

“panning left or right,” and “tilting up or down,” are estimated 

and used for video indexing. Video retrieval using only 

camera-based features has the limitation that they cannot 

describe motions of key objects. Object-based motion features 

have attracted much more interest in recent work. 

 

II. SIMILARITY MEASURE 

 

Video similarity measures play an important role in 

content based video retrieval. Methods to measure video 

similarities can be classified into feature matching, text 

matching, ontology based matching, and combination-

based matching. We are using combination based 

matching which constitutes both feature and ontology 

based matching. 

 

Algorithm for Hybrid Cluster  

Input: Set of web pages from search engine Ws 

Output: Set of key terms Ts 

Step1: Read all web pages given for training Ws 
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Step2: Read stop word list Sw 

Step3: For each web page Wi from Ws 

C = Read content of the web page Wi 

C = Apply html parser to remove html tags from C 

Ts = Split C with pattern single space 

For each term Ti in the term set Ts 

If Ti present in stop word list Sw then 

Remove Ti from Ts 

End  

If (Ti contains “ing”) 

Ti = Remove “ing” from Ti 

End 

If (Ti contains “ed”) 

Ti = Remove “ed” from Ti 

End 

End 

End  

Step4: For each Ti from Ts 

Identify presence of bigram Bi 

If Bi Presents 

Update Ts 

Else 

Continue 

End 

Step5: Return set of textual term set 

Step6: Stop 

Combination-Based Matching: 

 

 This approach “leverages semantic concepts by learning 

the combination strategies from a training collection, It is 

useful for combination-based queries that are adaptable to 

multimodal searches. The merits of the combination-based 

matching approach are that concept weights can be 

automatically determined and hidden semantic concepts 

can be handled to some extent. The limitation of this 

approach is that it is difficult to learn query combination 

models. 

 

1.Feature Matching:  

 

The most direct measure of similarity between two videos 

is the average distance between the features of the 

corresponding frames. Query by example usually uses 

low-level feature matching to find relevant videos. 

However, video similarity can be considered in different 

levels of resolution or granularity. According to different 

user’ demands, static features of key frames, object 

features, and motion features all can be used to measure 

video similarity.  

 

The merit of feature matching is that the video similarity 

can be conveniently measured in the feature space. Its 

limitation is that semantic similarity cannot be represented 

because of the gap between sets of feature vectors and the 

semantic categories familiar to people.  

 

2) Text Matching:  

 

 Matching the name of each concept with query terms is 

the simplest way of finding the videos that satisfy the 

query. Normalize both the descriptions of concepts and the 

query text and then  ompute the similarity between the 

query text and the text descriptions of concepts by using a 

vector space model. Finally, the concepts with the highest 

similarity are selected.  

 

The merits of the text-matching approach are its 

intuitiveness and simplicity of implementation. The 

limitation of this approach is that all related concepts must 

be explicitly included in the query text in order to obtain 

satisfactory search results. 

 

3) Ontology-Based Matching: 

 

 This approach achieves similarity matching using the 

ontology between semantic concepts or semantic relations 

between keywords. Query descriptions are enriched from 

knowledge sources, such as ontology of concepts or 

keywords. The ontology is used to determine which 

concepts are mostly related to the original query text.  

 

Based on the fact that the semantic word similarity is a 

good approximation for visual co-occurrence. Utilize 

semantic word similarity measures to measure the 

similarity between text annotated videos and users’ queries. 

Videos are retrieved based on their relevance to a user-

defined text query. The merit of the ontology-based 

matching approach is that extra concepts from knowledge 

sources are used to improve retrieval results.  

 

Active Buckets: 

 

 There is a semantic concept available as metadata 

which is directly related to the search query we have a 

good starting point. Depending on whether the concept 

relates to data that shares visually similar characteristics or 

not defines whether from this initial starting point the 

search is easy (one cluster in feature space) or difficult 

(various clusters in feature space). When there is no 

directly related metadata we can still find results indirectly 

if the data is visually similar, but it is very difficult 

otherwise. This brings us to the four types of retrieval 

conditions: 

 

A metadata available, visually similar 

B no direct metadata, visually similar 

C metadata available, visually diverse 

D no direct metadata, visually diverse  
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The basis for our categorization approach is formed by 

MediaTable. MediaTable provides different views on a 

collection, with a spreadsheet-like table interface, showing 

the entire collection. This table shows per row a shot of 

video material, together with a preview image, and all 

associated metadata. On top of this, several visualization 

techniques enhance the effectiveness of MediaTable for 

video categorization and video retrieval. Most relevant 

video is retrieved by the user. 

 

Explicit Relevance Feedback: 

 

 This feedback asks the user to actively select relevant 

videos from the previously retrieved videos.  The user can 

label sample videos as “highly relevant,” “relevant,” “no-

opinion,” “nonrelevant,” or “highly nonrelevant,”a 

relevance feedback response technique that can adjust the 

weights of different features and different spatial locations 

in key frames according to the user’s feedback.  

 

The user can directly select the features important for the 

user and the image sections that the user wants to search 

for. The merit of explicit feedback is that it can obtain 

better results than implicit feedback or the pseudo 

feedback discussed later as it uses the user feedback 

directly. Its limitation is that it needs more user interaction, 

which requires more user patience and cooperation. If the 

user is not satisfied with the retrieved video, use the 

explicit relevance feedback user may actively select the 

video from the buckets. 

 

III. CONCLUSION AND FUTURE WORK 

 

     The videos are arranged in the buckets based upon the 

level of their similarity. The most relevant video is retrieved 

from the bucket. If the user is not satisfied with the retrieved 

video, user can actively select the relevant video from the 

buckets. Thus the user can retrieve the video with high 

accuracy. 

 

 By additionally adding low level features, we can 

retrieve the audio files related to the search query. Then it will 

be the efficient method of audio and video retrieval technique. 
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