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Abstract— We propose a camera-based assistive text reading
framework to help blind persons read text labels ad product
packaging from hand-held objects in their daily lives. We first
propose an efficient and effective motion based niead to define
a region of interest (ROI) in the video by asking e user to
shake the object. To automatically localize the textegions from
the object ROI, we propose a novel text localizatioalgorithm
by learning gradient features of stroke orientatiors and
distributions of edge pixels in an Ada boost model.Text
characters in the localized text regions are thenibarized and
recognized by off-the-shelf optical character recagtion (OCR)
software. The recognized text codes are output toiht users in
speech.

Index Terms— Assistive text, blind persons, distribution of
edge pixels, hand-held objects, optical character recognition
(OCR), stroke orientation, text localization.

I. INTRODUCTION

Of the 314 million visually impaired peepl
worldwide, 45 million are blind Reading is obviously
essential in today’s society. Printed text is ewdrgre in the
form of reports, receipts, bank statements, reatdaunenus,
classroom handouts, product packag@sstructions on
medicine bottles, etc. Today, there are alreadynaslystems
that have some promise for portable use, but trenat
handle product labeling. For example, portable tade
readers designed to help blind people identify edéht
products in an extensive product database can engsgirs
who are blind to access information about thesalymnts
through speech and Braille. But a big limitatiorthat it is
very hard for blind users to find the position bé&tbar code
and to correctly point the bar code reader at #recbde.

Our main contributions embodied in this prototygstem
are: 1) a novel motion-based algorithm to solve dhmning
problem for blind users by their simply shaking tigect of
interest for a brief period; 2) a novel algorithinaoitomatic
text localization to extract text regions from cdexp
background and multiple text patterns; and 3) atghde

reading text from hand-held objects.

II. SOFTWAREAND HARDWARE SPECIFICATIONS

A. Software specifications

Operating System :Ubuntu 12.04
Language :C,C++
Platform :0penCV (linux-library)

B. Hardware specifications

The Raspberry Pi is a credit-card-sized single-tboar
computer developed in the UK by the Raspberry Pi
Foundation. It has a Broadcom BCM2835 system ohipa
(SoC), which includes an ARM1176JZF-S 700 MHz
processor.And primarily uses Linux kernel-basedratieg
systems. Memory (SDRAM) of 256 MB shared with GPU
which can be upgraded to 512MB.

Fig.1. Raspberry pi is the simple hardware systénchvensures portability
of the assistive reading system

lll. IMAGE CAPTURINGAND PRE-PROCESSING

The live video is captured by using web cam arait be
done using OPENCYV libraries.The image format frdra t
webcam is in RGB24 format. The frames from the widtke
segregated and undergone to the pre processinge Th
capturing videos are projected in a window withize f
320x240. Totally 10 frames per second can be cagtby

camera-based assistive framework to aid blind persoUSing the webcam. First, we get the frames contislydrom
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the camera and send it to the process. Once thextobf
interest is extracted from the camera image castadsifier
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is used for recognizing the character from thpeab, the element values and their positions. The extremumes a
system is ready to apply our automatic text exiwact searched over the whole array, selecR (in case of

algorithm

IV. TEXT REGIONLOCALISATION
Text localization is then performed on the cameasebl

Iplimage) or, if mask is not NULL, in the specified array

region. In case if multi-dimensional arraggnLoc->x and

maxLoc->x will contain raw (linear) positionsofextremums. .
After, getting the min and max value convedalg

image. The Cascade Ada boost classifier confirme tfiunction. The cv ConvertScale has several diffepemposes

existence of text information

and thus has several synonyms. It copies one &rayother

with optional scaling, which is performed first, cdor

A. Cascade classifier

The work with a cascade classifier includes two anaj
stages: training and detection. Detection stagessribed in
a documentation of object detect module of gerepEnCV
documentation. Documentation gives some basicrimdtion
about cascade classifier.

B. Training data preparation

For training we need a set of samples. Therevaraytpes
of samples: negative and positive.
correspond to non-object images.
correspond to images with detected objects. Seeghtive
samples must be prepared manually, whereas setstfve
samples is created using opencv_create samplig. util

V. CHARACTER DETECTION

We use OpenCV (open source computer vision) libtary
process the images so that features for each lettdd be
extracted.

A. Image capturing

First, we get the frames continuously from the acanzend
send it to the process. Once the object of intesesttracted
from the camera image using cascade classifiesesulent
process can be done using following steps.

Fig.2. Original captured color image

B. Conversion to gray scale

Conversion to gray-scale can be done in Operitié
reason we had to convert our image to gray-scasebheeause

optional type conversion, performed and get theadyin
output.

says

Negative samples.3. Binary output image
Positive samples

VI. TEXT RECOGNITIONAND AUDIO OUTPUT

Text recognition is performed by OCR to output of
informative words from the localized text regioriEhe
recognized text codes are recorded in script filden, we
employ the e-speak engine to load these files &@play the
audio output of text information. Blind users cagah the
voice according to their preferences.

A. Tesseract OCR

Tesseract is a free optical character recognitiogine,
originally developed as proprietary software
Hewlett-Packard We used a very naive approachparate
individual letters from the words. First we scanngn
vertical columns of pixels from left to right antbed the
numbers of the columns in which all pixels wherétaudNext
we looked at the vector of column numbers and deted
where they are interrupted. These points becametitiimg
points.

by

Fig.4. Cutting out the letters

After doing the vertical cuts we apply the satgworithm
to pixel rows to remove the white areas from alanve below
of each letter separately. Now that we have eatdr leut out

thresholding could be applied to monochrome pisturgye need to convert them to feature vectors thabeamsed as

only.In an 8 bit image each pixel is representedobg
number from O to 255 where 0 is black and 255 igenfihe
simplest way to convert the image to black and evpikels
would be to select one value, lets say 128 andidensll
pixels that have higher value to be white and thers black.
The biggest problem with this approach is thatithightness
can vary from picture to picture and as a resutiesimages
might become totally black while others are enyirehite.
The function MinMaxLoc finds minimum and maximum
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an input to classification algorithm. First thifgt we noticed
was that it is very easy to find the aspect ratio éach
character and we decided to use it as the firstifeaAnother
obvious thing to look at are the pixels. The sirsplgpproach
would be to use the values of all pixels as thaufes

The solution that we came up with was to resizepibture
corresponding to each character to 16 x 8 pixelseseé
numbers are actually quite arbitrary and we chossé them
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mainly because the same dimensions are used ibl&lgu [6]
available OCR data set. Using 18 and 9 or anythirlg]
reasonably similar would probably not change thsilte too
much. In OpenCV the resizing is done using cvRégize
which in its default behaviour uses bi-linear ipation. 1t &
would also be possible to use nearest neighboerpalation, [9]
which would result in only black or white pixelso et the
feature vectors we used the cvSave() function t@ the
picture as an XML file.

[11]

[12]

[13]

[14]

Fig.5. Letter a after resizing

VIl. CONCLUSION
In this paper, we have described a prototygtesy to read

printed text on hand-held objects for assistingdpersons. [16]

In order to solve the common aiming problem fondlusers,
we have proposed a motion-based method to decthiect
of interest, while the blind user simply shakesdhgect for a
couple of seconds. This method can effectivelyrdistish the
object of interest from background or other objdotghe
camera view. To extract text regions from complex
backgrounds, we have proposed a novel text lodaliza
algorithm based on models of stroke orientation adde
distributions. The corresponding feature maps edtnthe
global structural feature of text at every pixéh Adaboost
learning model is employed to localize text in cearigased
images. Off-the-shelf OCR is used to perform word
recognition on the localized text regions and ti@ms into
audio output for blind users.Further work would lirge
bank-note identification for blind users.
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