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Abstract— The Wireless Sensor Network (WSN) has become
an interesting field of research of the 21st centyr This has
brought about developing low cost, low-power and
multi-function sensor nodes. The network life for wieless sensor
network plays an important role in survivability. Energy
efficiency is one of the critical concerns for wirkess sensor
networks. Sensor nodes are strictly constrained inerms of
storage, board energy and processing capacity. Fothese
reasons, many new protocols have been proposed fohe
purpose of data routing in sensor networks. These ptocols can
be classified into three main categories: data-cenmt,
location-based and hierarchical. TEEN is type of hienehical
routing protocol, which is used to operate as enwmment
friendly in sensor network. In this paper we are mationing an
energy efficient cluster formation and cluster headselection
algorithms for TEEN routing protocol. All the simulati ons of the
proposed idea will be simulated on Berkeley's NS2etwork
simulator and the performance of the proposed scheenhas been
evaluated.

Index Terms— Routing Protocol; Cluster Formation; Cluster
Head Selection; Wireless Sensor Network Protocol.

I. INTRODUCTION

Sensor networks present unique opportunities faroad
spectrum of applications such as industrial autamat
situation awareness, tactical surveillance for tami
applications, environmental monitoring, chemicallbgical
detection etc. Micro sensor systems enable thehieli
monitoring and control of a variety of applicatioMgSN can
be viewed as a network consisting of hundreds augands
of wireless sensor nodes which collect the inforomafrom
their surrounding environment and send their sedsed to
Base Station or sink node. Each sensor node irbatt
powered and equipped with:

1. Integrated sensors

2. Data processing capabilities

3. Short-range radio communications

The ideal wireless sensor is networked and scalé&dnlét
tolerance, consume very little power, smart andwsot
programmable, efficient, capable of fast data easitjon,
reliable and accurate over long term, cost litleptirchase
and required no real maintenance [1]. An ideal senstwork
should have the following additional features:

So, the routing protocol should be fault-toleransuch a
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dynamic environment. The traditional routing pratisc
defined for wireless ad hoc networks [2] [10] a well
suited due to the following reasons:

1. Sensor networks are “data centric” i.e., uniikelitional
networks where data is requested from a specifiendata is
requested based on certain attributes such ashwahéa has
temperature > 50F?

2. The requirements of the network change with the
application and so, it is application-specific [Bpr example,
in some applications the sensor nodes are fixed raotd
mobile, while others need data based only on otréhate
(i.e., attribute is fixed in this network).

3. Adjacent nodes may have similar data. So, rathean
sending data separately from each node to the sdgge
node, it is desirable to aggregate similar datasamd it.

4. In traditional wired and wireless networks, eacke is
given a unique id, used for routing. This cannogffectively
used in sensor networks. This is because, thesgoriet
being data centric, routing to and from specifide® is not
required. Also, the large number of nodes in thewvoe
implies large ids [3], which might be substantiddyger than
the actual data being transmitted.

Attribute based addressing is typically employedensor
networks. The attribute based addresses are conhuisz
series of attribute-value pairs which specify darghysical
parameters to be sensed. For example, an attrézdeess
may be (temperature > 60F). So, all nodes whiclsesen
temperature greater than 60F should respond widir th
location.

Location awareness is another important issue eSimast
data collection is based on location, it is dedaéabat the
nodes know their position whenever needed.

. OVERVIEW

In this section, we provide a brief overview of soralated
research work and different types of routing.

Intanagonwiwat et. al [8] have introduced a data
dissemination paradigm called directed diffusion $ensor
networks. It is a data-centric paradigm and itsliapfon to
query dissemination and processing has been deratatstn
this work.

Estrin et. al [4] discuss a hierarchical clusterimgthod
with emphasis on localized behavior and the need fo
asymmetric communication and energy conservation in
sensor networks.
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A cluster based routing protocol (CBRP) has beenH. Location-based routing

proposed by Jiang et. al in [10] for mobile ad-hetworks. It
divides the network nodes into a number of overilagpmr
disjoint two-hop-diameter clusters in a distribut@dnner.
However, this protocol is not suitable for energpstrained
sensor networks in this form.

Heinzelman et. al [5] introduce a hierarchical tdisg
algorithm for sensor networks, called LEACH.

In this type of protocol sensor nodes are addregsed
means of their locations. The distance betweenhbeigng
nodes can be estimated on the basis of incomingalsig
strengths from the source nodes. Relative coorenatf
neighboring nodes can be obtained by exchangindy suc
information between neighbors or by communicatirith \a&
satellite using GPS. To save energy, some locdiased

A WSN can have network structure based or protocgthemes also suggest that nodes should go toitteepe is

operation based routing protocol. Routing protoaoM/SNs
might  differ depending on the application
(Protocol-Operation-based) and network
(Network-Structure-based).Depending on protocolraien
WSN can be classified into,

A. Multipath-based routing

It uses multiple paths rather than a single patbrder to
enhance network performance. For
tolerance can be increased by maintaining multjpd¢hs
between the source and destination at the expefse
increased energy consumption and traffic generation

B. Query-based routing

The destination nodes propagate a query for data &
node through the network. A node with this datadsethe
data that matches the query back to the noderttigted it.

C. Negotiation-based routing

This negotiation based routing is done in ordezliminate
redundant data transmissions.
decisions are also made based on the resourcdaldedn
the network scenario.

D. QOS-based routing
When delivering process of data in ongoing withttakp of

architecture

instance the fault

In this communication

no activity to perform in a definite time.

lll. CLASSIFICATIONOFSENSORNETWORKS

Here, we present a simple classification of senstworks
on the basis of their mode of functioning and jfpetof target
application.

A. Proactive Networks

The nodes in this network periodically switch oreith
sensors and transmitters, sense the environmerttaminit
tfe data of interest. Thus, they provide a snapshdhe
relevant parameters at regular intervals. Theyaléesuited
for applications requiring periodic data monitoring

B. Reactive Networks

The nodes react immediately to sudden and drasticges
in the value of a sensed attribute. As such, dneyvell suited
for time critical applications.

IV. SENSORNETWORKMODEL

The sensor network must have network model so denai
model which is well suited for these networks.dhsists of a
base station (BS), away from the nodes, througtciwthie
end user can access data from the sensor netwtrkheA
nodes in the network are homogeneous and begintiéth

this routing, balances the network in between energyme initial energy. The BS however has a congtawer

supply and so, has no energy constraints. It carsinit with
high power to all the nodes. Thus, there is no rieecbuting
from the BS to any specific node. However, the sazinot
always reply to the BS directly due to their powenstraints,
resulting in asymmetric communication.
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consumption and data quality through certain QO%iose
such as delay, energy or bandwidth.

E. Coherent-based routing

The entity of local data processing on the noddseiag
distinguished between the coherent (minimum pracgks
and the non-coherent (full processing) routing geots.

F. Flat-based routing

In this routing protocol each node plays the saofe and
sensor nodes collaborate to perform the sensifkg tas

G. Hierarchical-based routing

In this type of routing, the nodes having the higheergy
are used to process and send the information, wieleodes
having the low-energy are used to perform the sgrisi the
proximity of the target. The process of creatioclakters and
assigning special tasks to cluster heads can eftigi
increase the overall system scalability, lifetimed energy
efficiency. Hierarchical routing is an efficient w#o lower
the energy consumption within a cluster with thdphef
performing data aggregation and fusion within tlféecent
clusters in order to decrease the number of treteshi
messages to the sink node.
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() —#= SensorNode
Base Station
@ —» Cluster Head

Fig.1 Hierarchical clustering

This model uses a hierarchical clustering scheroasi@er
the network structure as shownhig.1. Each cluster has a
cluster head which collects data from its clustemhbers,
aggregates it and sends it to the BS or an uppel tduster
head. For example, nodes S 3.1, S3.2,S3.3,...5.3.11
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forms a cluster with node CH 3 as the cluster h&adilarly
there exist other cluster heads such as CH 1, €td.2
These cluster-heads, in turn, form a cluster withirt
nodes. So, node CH 1 becomes a second level chuster
too. This pattern is repeated to form a hierarchyglasters
with the uppermost level cluster nodes reportingally to
the BS. The BS forms the root of this hierarchy sungervises
the entire network. The main features of such &chire are:
All the nodes need to transmit only to their imnadei
cluster-head, thus saving energy. Only the clustad needs
to perform additional computations on the data.€®ergy is
again conserved. Cluster-heads at increasing laxethe
hierarchy need to transmit data over correspongitagber

» Data Aggregation process within the clusters in the

network.
B.Cluster Head Selection Algorithm
Each sensor node n generates a random numberteaitch t
0< random < 1 and compares it to a pre-definedstinid T
(n). If random < T (n), the sensor node becomestetthead

in that round, otherwise it is cluster member.
P

Tiny= ———
SR 1-Prmod—=
( r

In this formula, p is the percentage of clusterdseaver all
nodes in the network, i.e., the probability thahade is
selected as a cluster head; r the number of roofngkdection
and G is the set of nodes that are not selecteimd 1/p. As

perform, they end up consuming energy faster tharother
nodes.

V. TEENROUTINGPROTOCOL

In Wireless Sensor Networks the consumption of gynesr
one of the most important issues. TEEN routing quok is
found to be energy efficient than other protocBlg.the use
of a clustering technique they minimize the constiompof
energy greatly in collecting and disseminating dataEN
routing protocol minimizes energy consumption byiding
nodes into clusters. In each cluster, higher enaagies can
be used to process and send the information whiteshergy
nodes can be used to perform the sensing in thenpitg of
the target. This means that creation of clustedsaasigning
special tasks to cluster heads can greatly coméritsuoverall
system scalability, lifetime, and energy efficiency

The cluster head broadcasts two thresholds nan@ly h. Cluster head nodes perform data aggregation and sen

and soft thresholds to the nodes after the clusteréormed.
Hard threshold is the minimum threshold used tggei a
sensor node to switch on its transmitter and tréngme
cluster head. Thus, the hard threshold will
transmission only when the sensed attribute isérréquired
range and reduces the number of transmissionsh@®©ather
hand, in soft threshold mode, any small changbernvalue of
the sensed attribute is transmitted. The nodesestrar
environment continuously and store the sensed vidue
transmission. The time line for TEEN is as showrfign
Thereafter the node transmits the sensed valueeifad the
following conditions satisfied:

» Sensed value > hard threshold (HT).

» Sensed value ~ hard threshold >= soft threshold

perform

randomly.
e Protocol doesn't take residual energy of each nate
consideration for the selection of cluster headenad

each node has equal probability of becoming cluster

head. If low-energy node is being selected aselirtad
node, then the network fails soon due to high gnerg

consumption causes adverse to energy balancinggamon

the network. This results data loss and lower ivigal
time of the network.

» The random selection algorithm of cluster head mode
causes problem of imbalance in energy load. Digtanc
factor is not considered in cluster formation dughich
sometimes very big clusters and very class clusbeist

at the same time in the network. More the distance
between cluster head node and base station, mere th

energy consumption of that node.

processed data to the base station in single-heptalu
which cluster head nodes deplete their energydebds
compared to normal nodes. Also if a cluster headkno
fails, the whole nodes linked to it will depleteeth
energy too.
C.K-means Clustering Algorithm

Clustering is the process of partitioning or grawgpa given
set of patterns into disjoint clusters. This is @@uch that
patterns in the same cluster are alike and patbaiosiging to
two different clusters are different. Clusteringshiaeen a
widely studied problem in a variety of applicatidomains.

The k-means method has been shown to be effeative i

producing good clustering results for many prattica
applications as shown fig.2. However, a direct algorithm

The hard and soft threshold values can be adjusted of k-means method requires time proportional toghmuct

control the number of packet transmissions.

A.Routing challenges and design issues in WSNs
There are different parameters are there whichigesva

very challenging criterion in routing for WSN aritey are as

follows

* Node deployment in the sensor network.

» Energy Consumption in the network should occur euith

losing of accuracy of the network.

 Scalability of the network.

* Network Dynamics.

» Transmission Media should be fault tolerance.

» Coverage area of different sensor nodes in thearktw
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of number of patterns and number of clusters peation.
This is computationally very expensive especiatly farge
datasets.
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topography
EnergyModel Energy set up

The simulation has been performed on a networkQof 3
nodes and a fixed base station. The nodes are dplace
randomly in the network. All the nodes start with iaitial
energy of 0J. Cluster formation is done using kimsea
algorithm as shown iRkig.3.

“ - n »

=g

Fig.2 K-means for Clusters

The number of clusters k is assumed to be fixddrireans 5 o
clustering. Let the k prototypes be initializedoiee of the n o &
input patterns and X = {x1,x2,x3,........ xn} and Y = Q |
{yly2y3........ yn} be the set of data points and V = [aeeclen®loio b bl bonn Ll
{viv2,....... ,vc} be the set of centers.

1) Selectc’ cluster centers of cluster heads.

2) Calculate the distance between each data poidt a VIl. RESULTS
cluster centers.

3) Assign the data point to the cluster center wliistance
from the cluster center is minimum of all the cirstenters.

4) Recalculate the new cluster center using:

Fig.3 Cluster Formation and Cluster Head Selection

We have executed several trails of the protocol tued
readings from these trials were plotted using >pgraf
network simulator.

The energy model represents the energy level oésad

Vi= = W f i
ey Ieeedy 2 the network. In simulation, the variable energyresgnts the
Where,'ci represents the number of data pointenergy level in a node at any specified time. Thkies of
in i cluster. initial Energy is passed as an input argument. denoses a
5) Recalculate the distance between each data podht particular amount of energy for every packet trattech and
new obtained cluster centers. every packet received. As a result, the value i6lrEnergy

The number of iterations required can vary on tineler in a node gets decreased. The energy consumptiehdéa
of patterns, number of clusters, and the input dastaibution. node at any time of the simulation can be deterchibg
Thus, a direct implementation of the k-means mettatlbe finding the difference between the current eneralye and
computationally very intensive. This is especiallye for initial Energy value. Energy consumed is almostdinline as
typical data mining applications with large numbépattern shown inFig.4, as time increases the energy consumed by the

vectors. nodes also increases, more packet sending to teedbation
will result in more energy consumption, the grapbves that
VI. SIMULATION energy is moderately used which increase the né&tlifetime
In our experiment, we have used NS-2(Network Sitoula 2nd €fficiency of the protocol.
2) software tool under Linux environment and sirtediain an )
. Energy Consumption
area of 500x500 units. vy in 75 103 -
TABLE.| TECHNICAL SPECIFICATION OFSIMULATED ENVIRONMENT. oo - ' e
Parameter Details —_ 1
Channel/WirelessChannel channel type a0 0000 |- .
Propagation/TwoRayGrou radio-propagation s 1
nd model e ]
Phy/WirelessPhy network interface type amoono |- i
Mac/802_11 MAC type 6e0.0000 [~ 1
Queue/DropTail/PriQueug interface queue type o |
LL link layer type s0.0m0 |- 1
Antenna/OmniAntenna antenna model 500000 |- 1
50 max packet in ifq :“::: i |
30 number of nodes ol 1
1 number of base station s . | g
3 number of clustef om e smee s [
heads
500 X dimension of Fig.4 Energy Consumption
topography Throughput is the rate of production or the rateviaich
500 Y  dimension  of something can be processed. Network throughplieisate
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of successful message delivery over a communication

channel. The data these messages belong to maslibered
over a physical or logical link or it can pass thgh a certain
network node. From the graph showrfig.5, throughput is
varying at start of simulation and attains to astant value
for throughout the network life time. Every packent may
not be delivered to the target node but an efficienting
mechanism makes the packet to reach destinationtrend
packets which are lost are retransmitted usinditthelayer
acknowledgement status.

Throughput
Thraughput fin bytes) x 102
T T

@0.0000
50,0000

640 0000

30,0000

6200000

100000

00,0000

590.0000

5800000 —
5700000
5600000 —
50,0000
5400000 [—

5300000

5200000

S10.0000 [T 1 | L
40000 4.5000 5.0000 5.5000

Time of Simulation {in seconds)

Fig.5 Throughput in the Network

End-to-end Delay is the average time taken by a platket
to arrive in the destination. It also includes tleday caused
by route discovery process and the queue in dat&epa
transmission.
delivered to destinations that counted. Fieign6 we can see
that Delay is high as simulation starts, and goedecrreases
as time of simulation increases. The lower valueraf to end
delay means the better performance of the protacdlalso
good network performance. Delay may be caused mbeu
of reasons in sensor network, but it can act derdiftiating
parameter for the real time applications. The nétwehich
has more delay in the packet transformation malg fai
update the real time, which will results in misstohing of
the situations in time critical enents.
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Only the data packets that succdgsful

End to End Delay

Delay (inms)

310000
32,0000
310000
30.0000
29.0000
28 0000
27.0000
26.0000
250000
24.0000
23,0000
22,0000
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0000
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17.0000
16.0000
15.0000
14.0000
13,0000
12.0000

110000
40000

b L 1 L
4.5000 5.0000 55000

0

Time of Simulation (in seconds)

Fig.6 End to End Delay

Packet delivery ratio is the ratio of the numbedelivered
data packet to the destination. This illustrates [#vel of
delivered data to the destination. Packet delivatip is less
initially, as the time of simulation increases tABR also
increase, the greater value of packet delivery ré@ better
performance of the protocol. This achieved only nvioae
must have concentrated on the sent packets, recpackets
and the lost packets. If the number of lost paciexisired to
be reduced then the constant bit rate must be aiagu
between the nodes, so that which will gives goodRRDthe
network.

Packet Delivery Ratio
PDR

pdrxg
16.0000

15.0000
14.0000 —
13.0000 —
120000 —
110000

10.0000

9.0000

80000

7.0000

6.0000

5.0000

4.0000

30000

2.0000

L ! L ! Timeof Si
40000 45000 5.0000 55000

Fig.7 Packet Delivery Ratio

VIII. CONCLUSION

In this paper we have proposed a method for cluster
formation and cluster head selection for protodeEN. The
approach towards creating energy efficient clusters
effective compared to the others, the parameteatysin like
packet delivery ratio and energy consumption protres
same. TEEN is well suited for time critical apptioas and is
also quite efficient in terms of energy consumptiamd
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response time. It also allows the user to contrel énergy
consumption and accuracy to suit the application.
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