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Abstract— Data exchange is the problem of finding an
instance of a target schema, given an instance oéaurce schema
and a specification of the relationship between thsource and
the target. Theoretical foundations of data exchangehave
recently been investigated for relational data. Irthis paper, we
start looking into the basic properties of XML data exchange
that is, restructuring of XML documents that conform to a
source DTD under a target DTD, and answering queriearitten
over the target schema. We define XML data exchangeettings
in which source-to target dependencies refer to thkierarchical
structure of the data. Combining DTDs and dependenes makes
some XML data exchange settings inconsistent. We iestigate
the consistency problem and determine its exact cqiexity. We
then move to query answering, and prove a dichotomtheorem
that classifies data exchange settings into thoseves which
query answering is tractable, and those over whichit is
coNP-complete, depending on classes of regular ergsions
used in DTDs. Furthermore, for all tractable cases & give
polynomial-time algorithms that compute target XML
documents over which queries can be answered.

Index Terms— XML, approximate query-answering, data
mining, intentional information, succinct answers

I. INTRODUCTION

not possess one [2]. When users specify querielsoutit
knowing the document structure, they may fail ttriege

information which was there, but under a differstnticture.
This limitation is a crucial problem which did nemerge in
the context of relational database managementragqts.

Frequent, dramatic outcomes of this situation @heethe
information overload problem, where too much data a
included in the answer because the set of keywapdsified
for the search captures too many meanings, onfbenation
deprivation problem, where either the use of inappate
keywords, or the wrong formulation of the querygyant the
user from receiving the correct answer. As
consequence,when accessing for the first timege ldataset,
gaining some general information about its mainctral
and semantic characteristics helps investigationnmre
specific details [4].

This paper addresses the need of getting the §igteo
document before querying it, both in terms of cahtand
structure. Discovering recurrent patterns inside LXM
documents provides high-quality knowledge about the
document content: frequent patterns are in faninal
information about the data contained in the docuritself,
that is, they specify the document in terms of & afe

a

The In recent years the database research field h@®perties rather than by means of data. As opptseke

concentrated on XML (eXtensible Markup Languageaas
flexible hierarchical model suitable to representigd
amounts of data with no absolute and fixed scheand, a
possibly irregular and incomplete structure. Thare two

detailed and precise information conveyed by thm,dthis
information is partial and often approximate, bymtketic,
and concerns both the document structure and iiteenb In
particular, the idea of mining association rulesptovide

main approaches to XML document access: keywordebassummarized representations of XML documents has bee

search and query-answering. The first one comean fie
tradition of information retrieval, where most sdes are
performed on the textual content of the documéaig;rheans
that no advantage is derived from the semanticsey@d by
the document structure [1].

As for query-answering, since query languages énis
structured data rely the on document structureotovey its
semantics, in order for query formulation to beefifve users
need to know this structure in advance, which terofot the
case. In fact, it is not mandatory for an XML do@amnto
have a defined schema: 50% of the documents omebedo
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investigated in many proposals either by usinguaggs and
techniques developed in the XML context, or
implementing graph- or tree-based algorithms [5].

In this paper we introduce a proposal for miningl an
storing TARs (Tree-based Association Rules) as ansi¢o
represent intentional knowledge in native XML. ltiteely, a
TAR represents intentional knowledge in the form-SEH,
where SB is the body tree and SH the head trdeeatie and
SB is a sub tree of SH. The rule SBSH states that, if the tree
SB appears in an XML document D, it is likely titae
“wider” (or “more detailed”), tree SH also appear®. The
intentional information embodied in TARs providewvalid
support in several cases: 1) It allows to obtaid atore
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implicit knowledge of the documents, useful in manknowledge as a substitute of the original docuntming

respects: (i) when a user faces a dataset foirgtaifne, s/he
does not know its features and frequent pattermgge a way
to understand quickly what is contained in the sktta(ii)
besides intrinsically unstructured documents, th&rea
significant portion of XML documents which have sm
structure, but only implicitly, that is, their stture has not
been declared via a DTD or an XML-Schema [6].

Since most work on XML query languages has focused
documents having a known structure, querying
above-mentioned documents is quite difficult beeausers
have to guess the structure to specify the quenglitons
correctly. TARs represent a data guide that he§essuto be
more effective in query formulation; (iii) it supgie query
optimization design, first of all because recurrsmuctures
can be used for physical query optimization, topsupthe
construction of indexes and the design of efficiantess
methods for frequent queries, and also becauseaidntq
patterns allow to discover hidden integrity corigtisy that
can be used for semantic optimization; (iv) forvpdy
reasons, a document answer might expose a couitissteof
TARs instead of the original document, as a sunmedrview
that masks sensitive details [7].

TARs can be queried to obtain fast, although apprate,
answers. This is particularly useful not only wheguick
answers are needed but also when the original dectsnare
unavailable. In fact, once extracted, TARs cantbeed in a
(smaller) document and be accessed independenttieof
dataset they were extracted from. Summarizing, TARS
extracted for two main purposes: 1) to get a canicisa — the
gist — of both the structure and the content ofXaiL
document, and 2) to use them for intentional qa@swering,
that is, allowing the user to query the extractédR¥ rather
than the original document. In this paper we cotre¢s
mainly on the second task [8].

qguerying and not to improve the execution timehefqueries
over the original XML dataset, like in [10].

The remainder of this paper is organized as ifath@wing
sections. Section 2will describe the related wonksiata
exchange over xml queries. Section 3 will presdm t
proposeddata exchange over xml queries methodedtio®
4, we will analyzethe results ofproposed methoda@ndpare
it with standard data exchange methods. Finallyyriaf

theonclusion will be given in Section 5.

. RELATEDWORK

Hovy et al. describes a set of heuristics thataeders at
ISI/USC used for semi-automatic alignment of domain
ontology to a large central ontology. Their tecluss are
based mainly on linguistic analysis of concept naraad
natural-language definitions of concepts. (Thera Isnited
use of taxonomic relationships as well). First, thatcher
uses natural-language—processingtechniques to  split
compositebyword names (a common occurrence in @bnce
names). It then compares substrings of differengtles to
find concept names that are similar to each offiee. second
consideration is the words used in natural-language
definitions of concepts. The matcher compares thaber
and the ratio of shared words in the definitionsfital
definitions that are similar. An experimentally eehined
formula for combining these measures of similayiiglds
potential matchers that the user needs to examith@gprove
[11].

Navatheet al presented that, as databases becately wi
used, there is a growing need to translate dateveleet
multiple databases. This problem arises when org#ions
consolidate their databases and hence must tradesiefrom
old databases to the new ones. It forms a criitgg in data
warehousing and data mining, two important researuth

We have applied our techniques in the Odyssey Etbmmercial. In these applications, data coming frouttiple

Projectl, whose objective is to develop a platfdion
automated sharing, management, processing, anahisse
of ballistic and crime scene information across dper
Frequent patterns, in the form of TARS, provide saries of
these integrated datasets shared by different ElicePo
Organizations. By querying such summaries, invasicp
obtain initial knowledge about specific entitiesthe vast
dataset(s), and are able to devise more specificiapfor
deeper investigation. An important side-effectsihg such a
technique is that only the most promising spedcjfieries are
issued towards the integrated data, dramaticadlyaiag time
and cost [9].

This paper provides a method for deriving interdion
knowledge from XML documents in the form of TARs\da
then storing these TARs as an alternative, symtltktiaset to
be queried for providing quick and summarized amsw@ur
procedure is characterized by the following keyeats a) it
works directly on the XML documents, without tramshing
the data into any intermediate format, b) it loédsgeneral
association rules, without the need to impose whatild be
contained in the antecedent and consequent ofutbea) it
stores association rules in XML format, and djahslates the
gueries on the original dataset into queries onTRs set.
The aim of our proposal is to provide a way to ingentional
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sources must be transformed to data conforming smgle
target schema to enable further data analysis [12].

In recent years, the explosive growth of informatomline
has given rise to even more application classesréupiire
semantic integration. One application class builds
data-integration systems. Such a system providas usth a
uniform query interface (called mediated schema)ato
multitude of data. In general, path indexes argpsed to
quickly answer queries that follow some frequenthpa
template, and are built by indexing only those pdtaving
highly frequent queries. We start from a differpatspective:
we want to provide a quick, and often approximateswer
also to casual queries [13].

Inokuchi et al. presented a critical problem inldhiag a
data-integration system, therefore, is to suppéy samantic
matches. Since in practice data sources often iconta
duplicate items another important problem is toedietind
eliminate duplicate data tuples from the answettwmed by
the sources before presenting the final answetbdouser
qguery. Another important application class is pekta
management, which is a natural extension of daésyiation
[14].

Goldman et al. presented a peer data managemeetsys
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does away with the notion of mediated schema alodvsl

peers (that is, participating data sources) toygaed retrieve ? v

data directly from each other. Such querying anth da w — ﬁ e
retrieval require the creation of semantic corresigmces “ e

among the peers. Recently there has also beendeoalsie e XML format Insert to DB

attention on model management, which creates ttmils

easily manipulating models of data (for exampletada -

representations, website structures, and entitgtiogiship “

[ER] diagrams). Here semantic integration playseatral ?D m

role, as matching and merging models form coreatfmers in () : o %

model management algebras [15]. ’ = R nn I

Washio et al. presented a data-sharing applicatitze in
numerous current real-world domains. They also ay
important role in emerging domains such as e-coreper
bioinformatics, and ubiguitous computing. Some ntce A. System Construction Module
developments should dramatically increase the fieednd |n the first module, we develop our proposed sysiétim the
the deployment of applications that require sensantentities, to show the performance of our contritrutinodel.
integration. The Internet has brought togetherioniff of data e consider a data model for XML where informatisn
sources and makes possible data sharing among Tteen. represented as a series of data trees. Essensiallgta tree
widespread adoption of XML as a standard syntaghiare represents a portion of the real world throughtiesti{usually
data has further streamlined and eased the dat®gha contains a set of attributes), values, and relaligrs among
process. The growth of the semantic web will furtheel them. A simple XML data instance which contains a
data-sharing applications and underscore the kigyth@at heterogeneous collection of used cars.We devekpytstem

Figure 1. Proposed System Architecture

semantic integration plays in their deployment [16] for the application of user car sales system. Thigties
available in our system are admin and users. Arozga cars
ll. PROPOSEDNORK based on the model of a car, B organizes cars diogpio the

The proposed work aims to provide generic support fselling location, and C includes cars that are wizgal by
querying provenance information to enable a wideggeaof modelandyear. The approximate queries can be achieved by
users and applications. Common types of provenguedes introducing substitutes having the approximate yuigents
we want to support include standard lineage queiges With the original query, which we call similar stibstes.
determining the data and invocations used to desiher
data; queries that allow users to ensure that fipeeita and
invocation dependencies were satisfied within g queries
for determining the inputs and outputs of invoaadide.g.,
based on the actors used and their parameters)juaries.
The proposed system consists of the following foodules.

1. The System Construction Module

2. Query Relaxations

3. Approximate Queries Processing

4. topk Retrieval Approach
A probabilistic XML document defines a probability
distribution over a space of deterministic XML doents.
Each deterministic document belonging to this spscalled
a possible word. A document represented as a dlrele has
ordinary and distributional nodes. Ordinary nodesragular

XML nodes and they may appear in deterministic dosots, s ; Lo 3
y may app differentiates the relaxation ordering instead ofing an

while distributional nodes are only used for defmithe li h nod be relaxed. licotar. th
probabilistic process of generating deterministcuments equa Importance to each no etq € relaxed. ficp ; the
first relaxed structure to be considered is thetbaé has the

and they do not occur in those documents. As weptada . T o . g :
PrXML{ind,mux} as the probabilistic XML model, twtypes highest similarity cogfﬁaent W|th original quergnd the first
of distributional nodes, IND and MUX, may appearan node to be relaxed is the least important node.

p-document. The architecture of the proposed iien in Query relaxation enables systems to weaken theyquer
the figure 1 constraints to a less restricted form to accomnedaers’

needs. Traditionally, queries submitted by useeswamdified
in various aspects and ways to cope with diffesémiations.
The importance of such techniques that enable atiom
qguery modification stems from the fact that thisdeéor is a
very common activity in human discourse.

B. Query Relaxations:

Framework of query relaxations for supporting appnates
the queries over XML data. The answers underlyimg t
framework are not compelled to strictly satisfy thwen
query formulation; instead, they can be foundegmperties
inferable

from the original query A query relaxation method
incorporating not only structures and contents, disb the
factors that users are more concerned about (wee thése
factors by first analyzing the original query ander
identifying relaxation ordering of structures anodas), to
answer approximate XML queries.

Our method surmises the factors that users are more
concerned about based on the analysis of usegmaliquery
for supporting query relaxations. In addition, @pproach
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C. Approximate Query Processing: performance of HyPE and its variants for the eu#bnaof

In this module Approximate query processing (AQ®)n XPath queries. We compared our performance withatthe
alternative way that returns approximate answemgusiJava APl for XML Processing Reference Implementgtio
information which is similar to the one from whittte query Which relies on XERCES and XALAN. We also compared
would be answered.We first propose a sophisticate¥ith JAXP-COMPILE, a version of JAXP that preconepil
framework of query relaxations for supporting apmate the input query and converts it into a set of Jedaases. The
queries over XML data. The answers underlying thivo JAXP versions had similar performance and thei®nly
framework are not compelled to strictly satisfy thiwen report one of them. We ran various types of XPatérigs
queryformulation; instead, they can be founded rmperties with simple filters on data values, unions of gasriand
inferablefrom the 0rigina| query. Boolean combinations of filters.
The approximate queries can be achieved by intinduc We show the evaluation time both for queries wehult
substitutes having the approximate query intent whe sizes of a few hundreds of nodes and queries¢hatra few
original query, which we call similar substituteppgkoximate thousands of nodes For each query type, we repert t
query is a retrieval technique, which finds matctiest are €valuation time for JAXP, HyPE, OptHyPE and OptHyBE
likely to be relevant to a search argument evennwime The figures show clearly that our algorithm coresitly
argument does not exactly correspond to the desirédtperform JAXP by a factor of three for HyPE, dodr for
information. An approximate query is done by meahan OPtHYPE and OptHyPE-C. We also observe that in most
approximate matching strategy, which returns aolisesults cases, both optimized versions of HyPE run almeigtet as
based on likely relevance even though search angumay fast as HyPE. Note as well that the performance of
not exactly match. OptHYPE-C is almost identical to that of OptHyPEhi{le
OptHYPE-C uses a compressed index). The figurg, 2,

shows the performance of the proposed system ipaoson
In this module a novel tok-retrieval approach that can with standard methods.

smartly generate the most promising answers in raero
correlated with the ranking measure.The proposedasity

D. Top-k Retrieval Approach:

assessment and the degrees of importance we cosnléme COJAXP —e— T
query relaxations with an automatic retrieval ajpgfothat i 0 dm:;: -—:-—- /
can efficiently generate the most promising kamswers. The 12 b HP[EE;}.N.;_KZ s /
answer score of an answer (a match) measureslédvamnee & 10
of that answer to the user’s query. For a giveaipaterk,the i
topk problem is searching the best topnswers (matches) g 57
ordered from best (highest answer score) to thetwor st e §
]

IV. EXPERIMENTALANALYSIS i ___,.._--_-.ﬁ_LL;..:i_ a -
We have developed a prototype system supporting 'MIFA Z i*=--“"!"":-'§"""'ﬂ o R N W
and algorithms rewrite and HyPE (and its variangHYPE 714 21 2B 3% 47 49 56 63 D
and OptHyPE-C). In our experiments, we focusechemtost Doscument size (MB)

time-consuming module of SMOQE, i.e., the quenyjeatar.  Figure 2. Afilter returning a large set of nodes
The experiments were conducted on a dual 2.3GHZeApp
Xserve with 4GB of memory. For the generation of ou

datasets, we used ToXGene. We generated XML dodsmen - {I‘;;E > |
that conform to our recursive hospital DTD, witlzes 2| OptHYPE -—m— |
ranging from 7MB to 70MB, in 7MB increments. Each [ = /

increment roughly corresponds to adding the medtisabry

of 10,000 patients to our document tree. Theretbrelargest
document stores the medical history of approximgatel
100,000 patients. The maximal depth of the tred8is

The generated data consist mainly of element n@dekio a
lesser extent of text nodes. Therefore, the sizethef
document has a direct impact on query evaluatioor. F _
example, our smallest document (7MB) consists &, BD4 Document size {MB)
element nodes vs 151,187 text nodes. The text rav@assed Figure 3. Query with filter conjunctions

to increase the selectivity of queries but theiess kept to a

minimum (so as not to increase the document ditsihg the

generated document trees, we conducted two sets of

experiments, one regarding XPath evaluation, theerot

regarding regular XPath. The reported times areaaesl

over at least 5 runs of each experiment.

Since regular XPath subsumes XPath, we investitiae

Time (s2c)
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16 ;;‘_;EP W tolerable packet loss rate, especially in largéestaensive
|4 | OptHYPE —8— networks.
OptHYPE-C -8
e, I: -
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