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Abstract- With the ubiquity of GPS-enabled devicesand
location-based social network services, research ohuman
mobility becomes quantitatively achievable. Undersinding it
could lead to appealing applications such as citylanning and
epidemiology. In this paper, we focus on predictingvhether
two individuals are friends based on their mobility
information. Intuitively, friends tend to visit similar places,
thus the number of their co-occurrences should be atrong
indicator of their friendship. Besides, the visitirg time interval
between two users also has an effect on friendshipediction.
By exploiting machine learning techniques, we consict two
friendship prediction models based on mobility infemation.
The first model focuses on predicting friendship oftwo
individuals with only one of their co-occurred pla@s’
information. The second model proposes a solutionof
predicting friendship of two individuals based on 4 their co-
occurred places. Experimental results show that bbt of our
models outperform the state-of-the-art solutions

Keywords: GPS, Social networks, Friendship, Machine
Learning systems and Prediction models.

l. INTRODUCTION

Mobility is one of the most common human
behaviors, understanding it can result in many alpg
applications, such as urban planning, public trartggion
system design, epidemiology, etc. It is evident gwcial
relationships can affect human mobility, for exaepl
friends tend to visit similar places or one visitane places
recommended by his friends. On the other hand, huma
mobility also has influence on social connectiang,, two
people are more likely to become friends if thewhility
profile is similar. In the past, obtaining peopler®obility
information is considered as an obstacle for rdlateidy.
Researchers have recruited a group of people tatomon
their GPS-enabled devices [1] or conducted quessives
[2]. These methods always end up with a biasedsdata
because of the limited number of people or an icipee
dataset considering people’s memory pattern. With t
development of GPS enabled devices, such as simamep
and tablets, people begin to share more of theibilitpo
information on their social networks. Moreover,eawntype
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of social network services has emerged, namely tiata
based social networks (LBSNs). In LBSNs, a usersteare
his location information (called check-in) to gebnse
reductions and engage in social games. Popular sBSN
include Yelp, Instagram and Foursquare.

Intuitively, friends tend to visit same places doe
similar interests. This is known as social homopli].
Friends may visit same places together or sepgrafble
former can refer to friends hanging out togetherlevthe
latter may be an evidence of place recommendaliian.o
people visit many same places, it may indicate tiey are
probably friends. Similarly, if the number of visifor two
people together to places is large, it is also @dgo
indication that they are friends. On the other haihe
visiting time interval of two people can also hanBuence
on their relationship. If two check-ins happenaighly the
same time, the corresponding users probably Visifplace
together with intention. If the check-in time intat is
about a short time period (e.g., one or two monttigse
two visits can be considered to be linked becadiggdatce
recommendations between friends. Based on these
intuitions, we develop two models for friendshiggiction.

Due to the continuity of space and time, trajector
is not suitable to be directly imported to a prédit model.
Before using prediction models, each of the pointsa
trajectory is first preprocessed in order to cohtke real
continuous values associated to the geospatialdowies
of latitude and longitude, into discrete codes eisded to
specific regions. Traditional prediction methodsualky
start with clustering trajectories into frequengioms or
stay points, or simply partition trajectories intlls.
Trajectories are transformed into clusters or gnidh
discrete codes, then pattern mining or model bugidi
techniques are utilized to find frequent pattertea the
clusters [3]. For example, the historical trajeigsrof a
person show that he always go to the restauraet #ie
gym. If the person is now in the gym, it is a disti
possibility that the next place he will visit issthestaurant.
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The rest of the paper is organized as follows:
Section Il presents the related work; Section tdgents the
proposed work; Section IV presents the experimental
analysis and finally concludes in Section V.

I. RELATED WORK

This section presents the prior works of the
location based social networks. Many works aiming a
predicting friendship from spatial-temporal inforioa
have been published during the last several yéarst al.

[4] extracted users’ visiting trajectories and gpaynts from
location information and represented the set of ptaints

as a hierarchical graph where each layer clustersstay
points into several spatial clusters divisively.eTpair of
users who share similar spatial clusters on a Idsy@r has
stronger similarity, and similarity is used to iodie
friendships between them. Along this direction, Cle¢ al.
have used trajectory pattern to represent user lityobi
profiles and proposed several metrics to measuee th
similarity among user mobility profiles with a toslipport

[5].

In [6], conducted a study to observe 94 students
and faculty on their mobile phones for nine months.
Through the analysis on the dataset, they foundhattwo
people visiting the same place at roughly the stime is a
strong indicator that they are friends. Particylarthe
indicator becomes even stronger when the visitpémamat
non-working time and locations. The higher thebatality
that they are friends. In addition, they proposed a
probabilistic model to predict friendship. Howevehe
model does not fit the real life scenario sincey/timade the
assumption that each user only has one friend.

Then, the study is formalized the problem into a
binary classification and extracted a large numiér
features including the spatial and temporal ranfgée set
of co-locations, location diversity and specifigitand
structural properties to train the friendship pctali. In
addition, they propose a notion namely locatiorramt to
characterize a location’s popularity which we wile in
our work. They also utilized machine learning ciféesisfor
friendship prediction. In their problem set, theyyohave
one common location’s information that two userweha
been to. In their solution, they only consideredyv&@mple
features. We tackle the same problem in our firstieh By
considering more meaningful features, our model
outperforms theirs significantly. The authors preg an
entropy-based model (EBM) to estimate social stiteng
which also leads to friendship prediction. Theyrasted
two factors for each pair of users to train theod®l. The
result in [7] shows that EBM outperforms all theoab
mentioned models. We tackle the same problem in our
second model. By considering time in a more genges,
we are able to achieve better result than EBM. Sauent
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works on friendship prediction based on location

information include.

Movement pattern mining techniques find the
regularity of movements of objects and combine entrr
movements with historical data for prediction. By
transforming trajectories into cells, Jiang [8] ditd
trajectories of taxis and found they move in flight
behaviors. The author in [9] utilized an improvegbréori
algorithm to find association rules with supportdan
confidence. These frequent patterns reveal the co-
occurrences of locations. The author in [10] depetb a
modified PrefixSpan algorithm to discover both the
relevance of locations and the order of locatiofqusaces.
Moreover, sequential pattern methods can be imprdye
adding temporal information.

[l PROPOSED WORK

This section presents the proposed work of issues
on location based social networks. The main objestiof
the study are:

» To propose a new feature fusion approach, to cope
with the variety problem in location prediction.

* To improve the applicability of location prediction
approach,

* To utilize several kinds of features and discuss
their different characteristics in the variety of
check-in scenarios.

e To introduce intuitive ways to model these check-
in features and then formalize a combination
framework to deliver the predicted target places to
end users.

The proposed location based social networks conspoke
three phases, namely,

A) Context Feature

It refers to the spatial dimension. Users’ cheatk-i
activities are distributed in a spatial scope. Ngagplaces
can contribute to the representation of users’ kiec
records, especially when the users visit a focusetdof
places. Density closeness of users’ check-in logs fthe
spatial perspective has received a lot of attentlbrhas
shown advantage over traditional spatial modelbah in
flexibility and accuracy. It also follows a similarotivation
and provides our own design to extract users’ peefee
from the spatial aspects.

B) Collaboration Feature

The commonly used collaborative feature
extraction method usually delivers a reasonable
performance in many scenarios, it does not perfogth in
the check-in usage, which is revealed in our ihgtady.



International Journal of Emerging Technology in Conputer Science & Electronics (IJETCSE)
ISSN: 0976-1353Volume 25 Issue 4 — APRIL 2018.

The causes for the unsatisfying performance areftlas.

First, the check-in matriR is very sparsd,e,, it has many
zero items. Zero check-in record means that the nseer
visits the corresponding place. This is probablgause
he/she is not a fan of that place or his/her locasicope is
rather focused. Second, for some rated places,
frequency information is not enough. In the couvaer
representation of movie or product recommendatisers
not only reveal their favorite items with high rags, but
also their least favorite items with low rating. Wever, this
situation does not hold in the case of locationdjmtéon,

frequency of check-ins merely imply the confideswdl of
users’ preference for the corresponding locatiomjciv
makes them barely serve as explicit ratings foationis
given from users.

the

C) Content Feature

It refers to the place dimension. Places are not
merely visited by users. These places have inherent
attributes,i.e., categories, text descriptions and other kinds
of annotations. We discuss how the transition betwe
places reveals users’ interest/preference over. tilne
further, the transition patterns benefit the clessn
extraction of places for better prediction. In th&per, we
use the categories of the location as its attrideteription.
We discuss a general way to obtain the contentrigist
features. POlj.e, places in check-in records are usually
annotated with categories or attributes. Usershsiten
pattern from one place to another one shows therdst
flow between these places. The extracted closefriess
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these transition patterns can be used to predicpditential
locations that user will take a visit next.

Fig.3.2 Proposed workflow

EXPERIMENTAL RESULTS AND
ANALYSIS

V.
The following are the advantages of the proposedysare:

e The predicted candidates based on the combination
of local district, local city and state scales. The
weights of each scale are learned from training
data.

 An extensive study over several real datasets
reveals the improvement and advantage of our .
approach. )

This section presents the experimental analysis of
the proposed study.
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Predict User's Next Place!

Fig. 4.8 Predicting the user’s next location

Predicted Location!

Santhanam ‘s Mext Predicted Location

Fig.4.9 Successfully predicting the next location
V. CONCLUSION

In this paper, we have focused on friendship
prediction from LBSN dataset. We proposed two fiihip
prediction models. In model |, we studied the peoblof
predicting whether two people are friends under the
situation that only the check-ins happened at cergain
location can be obtained. Compared with the sthtbesart
CS model [6], we take check-in time interval andal@on
entropy into consideration, which leads to a mdfective
friendship prediction. In model I, differently, wiecus on
utilizing all the check-in information that belontgsany co-
location of two users to predict their relationshiye
consider five elements that would make a difference
friendship prediction - the weighted number of co-
occurrences, the weighted number of co-locatiohg t
average time interval, the minimum time intervaldan
maximum time intervals. Experimental analysis haswsn
the efficiency of the proposed system.
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