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Abstract— Big data technologies continue to gain popularity Impala, Apache Flume, Apache Sqgoop, Apache
as large volumes of data are generated around usesy minute  Qozie, Apache Storm
and the demand to understand the value of big datgrows. Big The base Apache Hadoop framework is composed of the
data means large volumes of complex data that arefficult to followina modules:
process with traditional data processing technologs. More 9 ’

organizations are using big data for better decisio making, * Hadoop Common - contains libraries and utilities
growth opportunities, and competitive advantages. Bsearch is needed by other Hadoop modules;

ongoing to understand the applications of big datan diverse « Hadoop Distributed File System (HDFS)- a
domains such as e-Commerce, Healthcare, Educationcince distributed file-system that stores data on

and Research, Retail, Geoscience, Energy and Busiaess the

significance of creating value from big data growstechnologies commodity machines, providing very high aggregate

to address big data are evolving at a rapid pace. p8cific bandwidth across the cluster;

technologies are emerging to deal with challengesuch as » Hadoop YARN — a resource-management platform
capture, storage, processing, analytics, visualizah, and responsible for managing computing resources in
security of big data. Apache Hadoop is a frameworko deal with clusters and using them for scheduling of users'

big data which is based on distributed computing awcepts. The

Apache Hadoop framework has Hadoop Distributed FileéSystem applicationsand

(HDFS) and Hadoop MapReduce at its core. There are a * Hadoop MapReduce— an implementation of
number of big data tools built around Hadoop whichtogether the MapReduce programming model for large scale
form the ‘Hadoop Ecosystem.” Two popular big data ankytical data processing.

platforms built around Hadoop framework are Apache Pig and APACHE HIVE is a datawarehouse infnasture

Apache Hive. Pig is a platform where large data setcan be pilt on top of Hadoop for providing data summatiiza,
analyzed using a data flow language, Pig Latin. Hivenables big

data analysis using an SQL-like language called H&QL. The query, and analys_ls. H“_/e gives an SQL_“ke. inteefato
purpose of this paper is to explore big data analjgs using 9uery data stored in various databases and filersgsthat
Hadoop. It focuses on Hadoop's core components and integrate with Hadoop. The traditional SQL quenasst be
supporting analytical tools Pig and Hive. implemented in the MapReduce Java API to execute SQ
applications and queries over a distributed datae H
Index Terms— Big Data, Map Reduce, Hadoop, Apache Pig, provides the necessary SQL abstraction to integ@@te-like
Apache Hive HDFS Queries (HiveQL) into the underlying Java API witiidhe
need to implement queries in the low-level Java. API
Apache Hive supports analysis of large datasetedtm
) Hadoop's HDFS and compatible file systems suchmagzan
Apache Hadoop is an open-source software frame®or g3 filesystem. It provides an SQL-like language lechl
storing data and running applications on clustefs jjeQL with schema on read and transparently cdaver
commodity hardware. It provides massive storageaioy queries to MapReduce, Apache Tez and Spark jobshrée

kind of data, enormous processing power and thityatd  execution engines can run in Hadoop YARN. To acaéde
handle virtually limitless concurrent tasks or jobke core of queries, it provides indexes, including bitmap kete

Apache Hadoop consists of a storage part, knovHea®op  Features of Hive:
Distributed File System (HDFS), and a processingt pa
called MapReduce.

I. INTRODUCTION

* Indexing to provide acceleration, index type

VeUULE. o including compaction and Bitmap index as of 0.10,
Hadoop splits files into large blocks and distrésithem more index types are planned.

across nodes in a cluster. The tédatdoop has come to refer . Different storage types such as plain

not just to the base modules above, but also tedbsystem, text. RCFile. HBase. ORC. and others
or collection of additional software packages tbah be . Met:':ldata étorage ’ in a,n RDBMS, significantly

iFr)l-staied (:]n top of Ol_rralor;\gsidﬁ Hadoop, :;Ch aa;chp h reducing the time to perform semantic checks during
ig, Apache ive, Apache ase, Apache query execution,

e Operating on compressed data stored into the
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algorithmsretrieved in case of data loBsiver: Acts like a controller

which receives the HiveQL statements. It startsettexution
of statement by creating sessions and monitoréfetheycle

manipulate dates, strings, and other data-miningnd progress of the execution. It stores the nacgssetadata
tools. Hive supports extending the UDF set to handlgenerated during the execution of an HiveQL statgnihe

use-cases not supported by built-in functions.
SQL-like queries (HiveQL), which are implicitly
converted into MapReduce or Tez, or Spark jobs.

By default, Hive stores metadata in an embeddedigpa
Derby database, and other client/server
like MySQL can optionally be used.

driver also acts as a collection point of data werg result
obtained after the Reduce operation.

2. COMPILER:
Performs compilation of the HiveQL query, which gerts

databadée query to an execution plan. This plan cont#iestasks

and steps needed to be performed by

Four file formats are supported in Hive, which aréhe Hadoop MapReduce to get the output as tradsigt¢he

TEXTFILE, SEQUENCEFILE, ORC and .Apache
Parquet can be read via plugin in versions lat@n th10 and
natively starting at 0.13 Additional Hive pluginsipport
querying of the Bitcoin Block

II. HIVE ARCHITECTURE:

A. Components of Hive Architecture
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Major components of the Hive architecture are:
1. METASTORE:
Stores metadata for each of the tables such asdtieéma
and location. It also includes the partition metadahich
helps the driver to track the progress of varioatadsets
distributed over the cluster. The data is stored ain
traditional RDBMS format. The metadata helps theedrto
keep a track of the data and it is highly cruckdnce, a
backup server regularly replicates the data whiah be
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query. The compiler converts the query to an Alossgntax
tree (AST). After checking for compatibility andropile time
errors, it converts the ASTto adirected acyclic
graph (DAG). DAG divides operators to MapReducgesa
and tasks based on the input query and data.

3. OPTIMIZER:
Performs various transformations on the executian f get
an optimized DAG. Various transformations can be
aggregated together, such as converting a pipefijens by
a single join, for better performance. It can alglit the tasks,
such as applying a transformation on data beforedace
operation, to provide better performance and sdalab
However, the logic of transformation used for ofation
used can be modified or pipelined using anothenopeér.

4. EXECUTOR:
After compilation and Optimization, the Executoreentes
the tasks according to the DAG. It interacts witie ob
tracker of Hadoop to schedule tasks to be ruakkg care of
pipelining the tasks by making sure that a taskhwit
dependency gets executed only if all other presiigsi are
run.

5. CLI, Ul, AND THRIFT SERVER:
Command Line Interface and Ul (User Interface) walian
external user to interact with Hive by submittingeges,
instructions and monitoring the process statusiftTéerver
allows external clients to interact with Hive julike
how JDBC/OD

APACHE PIG is a high-level platform for creating
programs that run on Apache Hadoop. The languagthi®
platform is called?ig Latin. Pig can execute its Hadoop jobs
in MapReduce, Apache Tez, or Apache Spark. PignLati
abstracts the programming from the Java MapRedlioeni
into a notation which makes MapReduce programmigh h
level, similar to that of SQL for RDBMSs. Pig Latiban be
extended using User Defined Functions (UDFs) wttioh
user can write in
Java, Python, JavaScript, Ruby or Groovy and theall
directly from the language
Apache Pig was originally developed at Yahoo Redear
around 2006 for researchers to have an ad-hoc fnagating
and executing MapReduce jobs on very large data. set
A scripting platform for procésgand analyzing
large data sets With YARN as the architectural @eif
Apaché™ Hadoop, multiple data access engines such as
Apache Pig interact with data stored in the cluségrache
Pig allows Apache Hadoop users to write complex
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MapReduce transformations using a simple scripting » UDF's- Pig provides the facility to
language called Pig Latin. Pig translates the RitinLscript createUser-defined Functionsin other

into MapReduce so that it can be executed wittAiRN for programming languages such as Java and invoke or
access to a single dataset stored in the HadodpiliDied embed them in Pig Scripts.

File SystemHDFS). » Handles all kinds of data- Apache Pig analyzes all

kinds of data, both structured as well as unstradtu
It stores the results in HDFS.

IV. APACHEPIGCOMPONENTS

As shown in the figure, there are various companénthe
Apache Pig framework. Let us take a look at theomaj
components.

Pig was dé'sig"h'ed for performing a long series dhda

operations, making it ideal for three categoriesBigf Data oobovey
jobs.
lll. EXTRACT-TRANSFORM-LOAD(ETL) DATA - Apache Pig
PIPELINES,RESEARCH ONRAW DATA, Grunt Shell Pig Server

ANDITERATIVE DATA PROCESS

Pig runs on Apache Hadoop YARN and makes use
MapReduce and the Hadoop Distributed File Systel Optimizer
(HDFS). The language for the platform is called Pain,
which abstracts from the Java MapReduce idiomantorm
similar to SQL. While SQL is designed to query tlaa, Pig
Latin allows you to write a data flow that descali®w your
data will be transformed (such as aggregate, jath sort).
Since Pig Latin scripts can be graphs (insteackgtiring a
single output) it is possible to build complex ddl@awvs
involving multiple inputs, transforms, and outputisers can
extend Pig Latin by writing their own functions,ing Java, Hadoop
Python, Ruby, or other scripting languages. Pigin_ad
sometimes extended using UDFs (User Defined Fumg)jo
which the user can write in any of those languaayek then
call directly from the Pig Latin.

The user can run Pig in two modes, using eitherig 1. PARSER
command or the “java” command: Initially the Pig Scripts are handled by the Par$echecks

v MapReduce Mode.This is the default mode, the syntax of the script, does type checking, atfiero
which requires access to a Hadoop cluster.miscellaneous checks. The output of the parseibeith DAG

v Local Mode.With access to a single (directed acyclic graph), which represents the Pagin
machine, all files are installed and run usingtatements and logical operators.

Parser

Compiler

Execution Engine

MapReduce

HODFS

a local host and file system. In the DAG, the logical operators of the script are
Features of Pig represented as the nodes and the data flows aesesyped as
Apache Pig comes with the following features : edges.
> Rich set of operators-It provides many operatorsto 2. OPTIMIZER
perform operations like join, sort, filer, etc. The logical plan (DAG) is passed to the logicalimgter,

> Ease of programming- Pig Latin is similar to SQL Which carries out the logical optimizations suctpegjection

and it is easy to write a Pig script if you are gad and pushdown.
SoL. 3. COMPILER

> Optimization opportunities - The tasks in Apache The compiler compiles the optimized logical platia series
Pig optimize their execution automatically, so thé€f MapReduce jobs.

programmers need to focus only on semantics of the 4. EXECUTION ENGINE
language. Finally the MapReduce jobs are submitted to Hadioop

> Extensibility - Using the existing operators, users cagorted order. Finally, these MapReduce jobs areutgd on

develop their own functions to read, process, anida@doop producing the desired results
write data. APACHE PIG VS APACHE HIVE
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Both Apache Pig and Hive are used to create Mapuéed
jobs. And in some cases, Hive operates on HDFSsiméar
way Apache Pig does. In the following table, weénlisted a
few significant points that set Apache Pig aparfHive.

Language|

APACHE PIG APACHE HIVE
Apache Pig uses p Hive uses a language
language called Pig called HiveQL. It was
Latin. It was originally| originally created
created at Yahoo at Facebook.
Pig Latin is a data flow HiveQL is a query e
language processing language S

Pig Latin is a] HiveQL is a declarative
procedural language andanguage.
it fits in pipeline
paradigm

Apache Pig can handle Hive is mostly for
structured, unstructured,structured data.
and semi-structured data

Soin [ Orded
| fSort

Streaming,

V. CONCLUSION:

To conclude with after having understood the défece
between pig and Hive , to me both Hive Hadoop aiid P
Hadoop Component will help you achieve the samésgoe
can say that Pig is a script kiddy and hive comemnate for
all the natural database developers. when it cdamescess
choices, Hive is said to have more features owvgrBith the
Hive and Pig components are reportedly having asaut
the same number of committers in every projectliedly in
the near future we are going to see great advamisiimeboth
on the development front.

Pig and Hive afford advanced level of abstractidrergas
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Hadoop MapReduce provides low level of abstraction.
Hadoop MapReduce requires additional lines of omtden
compared to the Pig and Hive. Hive requires vewylfres of
code when compared to the Pig and Hadoop MapRetdhee
concluding result illustrate that the analysis perfed by
both of the map reduce machines is successful. The
performance of both was nearly same.
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