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Abstract- In our study, we implemented a wrapper for Google to 
examine different sources of information on which to base the 
user profiles: queries and snippets of examined search results. 
These user profiles were created by classifying the information 
into concepts from the Open Directory Project concept hierarchy 
and then used to re-rank the search results. We generate 
tautological positive and negative rules, based on which we 
calculate the interest probability to identify the user interest. 
Rules are generated using open directory project taxonomy and 
the probability is calculated using the previous history of search 
queries. We track the implicit behaviors like save, copy, 
bookmark and also the time spent on viewing the page. The 
implicit behaviors are used to re-rank the results. 
 
Index Terms- User profiles, personalized search, conceptual 
search. 
 

I. INTRODUCTION 

Personalization has been a very active research field in the 
last several years and user profile construction is an important 
component of any personalization system. Explicit 
customization has been widely used to personalize the look 
and content of many web sites, personalized search 
approaches focus on implicitly building and exploiting user 
profiles. Companies that provide marketing data report that 
search engines are utilized more and more as referrals to web 
sites, compared to direct navigation and web links [25] (i.e., 
StatMarket about WebSideStory product). As search engines 
perform a larger role in commercial applications, the desire to 
increase their effectiveness grows. However, search engines 
are affected by problems such as ambiguity and results 
ordered by web site popularity rather than user interests. 
Natural language queries are inherently ambiguous. For 
example, consider a user issuing the query “canon book”. Due 
to ambiguity in the query terms, we will obtain results that are 
either religious or photography related. According to an 
analysis of 2 months of their log file data conducted by 
OneStat.com [21], the most common query length submitted 
to a search engine (32.6 %) is two words and 77.2% of all 
queries are three words long or less. These short queries are 
often ambiguous, providing little information to a search 
engine on which to base its selection of the most relevant Web 
pages among millions. A user profile that represents the 
interests of a specific user can be used to supplement queries, 

narrowing down the number of topics considered when 
retrieving the results. For the user in our example, if we knew 
that they had a strong interest in photography but little or none 
in religion, the photography-related results could be presented 
to the user preferentially. 

Our approach is based on building user profiles based on 
the user’s interactions with a particular search engine. For this 
purpose, we implemented GoogleWrapper: a wrapper around 
the Google search engine, that logs the queries, search results, 
and clicks on a per user basis. This information was then used 
to create user profiles and these profiles were used in a 
controlled study to determine their effectiveness for providing 
personalized search results. 

The study was conducted through three phases: 
1. Collecting information from users. All searches, for 

which at least one of the results was clicked were logged per 
user. 

2. Creation of user profiles. Two different sources of 
information were identified for this purpose: all queries 
submitted for which at least one of the results was visited and 
all snippets visited. Two profiles were created out of both 
queries and snippets. 

3. Evaluation: the profiles created were used to calculate a 
new rank of results browsed by users. The average of this rank 
was compared with Google’s rank. 

Many approaches create user profiles by capturing 
browsing histories through proxy servers or desktop activities 
through the installation of bots on a personal computer. These 
require participation of the user to install the proxy server or 
the bot. In this study, we explore the use of a less-invasive 
means of gathering user information for personalized search. 
Our goal is to show that user profiles can be implicitly created 
out of short phrases such as queries and snippets collected by 
the search engine itself. We demonstrate that profiles created 
from this information can be used to identify, and promote, 
relevant results for individual users. 

 

II. BACKGROUND 

2.1 Ontologies and Semantic Web 
According to Gruber [11], an ontology is a “specification of 

a conceptualization”. Ontologies can be defined in different 
ways but they all represent taxonomy of concepts along with 
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the relations between them. In the context of the World Wide 
Web, ontologies are important because they formally define 
terms shared between any type of agents without ambiguity, 
allowing information to be processed automatically and 
accurately. OntoSeek [12] is an example of system based on 
ontologies. Utilizing information sources such as product 
catalogs and yellow pages it applies conceptual graphs to 
represent both queries and resources. 

The expression “Semantic Web” was introduced by ETAI 
(Electronic Transactions on Artificial Intelligence) in 2000 to 
describe the extension of the Web to deal with the meaning of 
available content rather than just its syntactic form. Many 
XML based projects such as Resource Descriptor Framework 
(RDF), Notation 3 (N3), and OWL started from there and each 
aims to define syntax capable of describing and/or 
manipulating ontologies. One of the main bottlenecks in the 
evolution of the Web along these lines is the amount of 
manual effort usually required to create, maintain, and use 
ontologies. Our approach shares many of the same goals as 
the Semantic Web, however we focus on automatic techniques 
wherever possible. 

2.2 Personalization 
Personalization is the process of presenting the right 

information to the right user at the right moment. In order to 
learn about a user, systems must collect information about 
them, analyze the information, and store the results of the 
analysis in a user profile. Information can be collected from 
users in two ways: explicitly, for example asking for feedback 
such as preferences or ratings; and implicitly, for example 
observing user behaviors such as the time spent reading an 
online document. Explicit construction of user profiles has 
several drawbacks. The user provide inconsistent or incorrect 
information, the profile built is static whereas the user’s 
interests may change over time, and the construction of the 
profile places a burden on the user that they may not wish to 
accept. Thus, many research efforts are underway to implicitly 
create accurate user profiles [6][7][22]. User browsing 
histories are the most frequently used source of information 
about user interests. Trajkova and Gauch [26] use this 
information to create user profiles represented as weighted 
concept hierarchies. The user profiles are created by 
classifying the collected Web pages with respect to a 
reference ontology. Kim and Chan [15] also build user 
profiles from the same source, however they use clustering to 
create a user interest hierarchy. The collected Web pages are 
then assigned to the appropriate cluster. The fact that a user 
has visited a page is an indication of user interest in that 
page’s content. Extending this idea, Chan describes a metric 
to estimate the level of user interest; for example the 
percentage of links visited on a page or URL presented in 
bookmarks. 

To achieve effective personalization, profiles should 
distinguish between long-term and short-term interests and 
include a model of the user’s context, i.e., the task in which 
the user is currently engaged and the environment in which 

they are situated [19]. Several systems have attempted to 
provide personalized search that are tailored based upon user 
profiles that capture one or more of these aspects. 

In the OBIWAN project [8], search results from a 
conventional search engine are classified with respect to a 
reference ontology based upon the snippets summarizing the 
retrieved documents. Documents are re-ranked based upon 
how well their concepts match those that appear highly 
weighted in the user profile. PERSIVAL [18] is a system that 
provides personalized search on specific medical libraries. 
Rather than building a user profile, PERSIVAL allows users 
to augment queries by providing contextual information such 
as a patient record. PERSIVAL then extracts concepts from 
the context and uses them to expand the query. The patient 
record is also used to filter the search results, removing 
information that is not related to the specific case described in 
the context. They have extended their personalized search to 
also be applied to multimedia information. 

Competitive Intelligence Spider and Meta Spider [5] are 
part of a client-based application that collects and organizes 
Web documents on the user’s machine. Spiders may gather 
information directly from Web sites or through search engines. 
Collected documents are then analyzed and noun phrases are 
extracted to create a personal dictionary for the user to guide 
future searches. The noun phrases are also used to organize 
the documents and a graphical map of the results is generated. 
Users can personalize the search explicitly by selecting 
specific Web sites, the number of Web pages to collect, and 
the noun phrases used in the final map of results. 

The Personal Search Assistant [14] is an application that a 
background process that collects information on behalf of a 
user by submitting queries to various search engines. Results 
are stored on the local machine and are analyzed so that they 
can be organized conceptually. The user manually creates a 
conceptual database that is input to a personal agent 
responsible for building a user profile. The profile is used to 
filter the results of later searches. 

 
 

III.  METHODS 

Feature Ex traction 
The process starts with feature extraction ,at this stage all 

the search queries submitted by  the user from the browsing 
history is extracted. From the search queries stemming 
process is applied. Pure terms are extracted as only nouns 
from the search queries. 

Algorithm: Feature Extraction 
Given: Set of User Queries Qi 
Procedure: 
step1: Remove stop words from Qi. 
step2: Tag the word using pos tagger. 
step3: Identify nouns. 
step4: return index terms IW(Iw1,Iw2,…). 
step6: End 
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Figure 1: System Architecture 
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At this stage of the process the odp taxonomy is read into 

the system. The read text is splitted into set of terms. From the 
set of terms the root concept is identified. With the identified 
root concept , positive and negative rules are generated against 
index terms. Generated rules are indexed for later usage. 

  

IV.  CONCLUSION  

With the semi-structure of information on the Internet and 
the arbitrariness of releasing the enormous amount of web 
pages, turns finding desired information quickly and exactly 
to be a crucial task. Search engine is playing an increasing 
important role in information retrieval on the Internet. The 
search results given by search engines are generally sorted on 
descendent importance of its usage. Humans think in terms of 
concepts but the concept may be differing from one another. 
Hence the importance of a page is gained from users with 
different Concepts. Thus this contradictory importance does 
not be feasible in future. Hence user-centric personalization is 
the only solution to solve the problem. We further investigate 
this framework to increase the relevancy of the web links to 
the search query.  
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