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Abstract- In our study, we implemented a wrapper for Googleo
examine different sources of information on which ¢ base the
user profiles: queries and snippets of examined sedh results.
These user profiles were created by classifying thaformation

into concepts from the Open Directory Project congat hierarchy

and then used to re-rank the search results. We gerate
tautological positive and negative rules, based omvhich we
calculate the interest probability to identify the user interest.
Rules are generated using open directory project tanomy and
the probability is calculated using the previous tétory of search
queries. We track the implicit behaviors like save, copy,
bookmark and also the time spent on viewing the pa&g The
implicit behaviors are used to re-rank the results.

Index Terms- User profiles, personalized search, conceptual

search.

I. INTRODUCTION

Personalization has been a very active researlthifiehe
last several years and user profile constructiamigmportant
component of any personalization system.
customization has been widely used to personahieeldok

and content of many web sites, personalized seaPc

approaches focus on implicitly building and exphait user
profiles. Companies that provide marketing dateorephat
search engines are utilized more and more as atfarr web
sites, compared to direct navigation and web lif2&g (i.e.,
StatMarket about WebSideStory product). As seardines

perform a larger role in commercial applicatiot® tesire to

increase their effectiveness grows. However, searaines

ordered by web site popularity rather than useerats.
Natural language queries are inherently ambigudtm:

example, consider a user issuing the query “camak’ Due
to ambiguity in the query terms, we will obtainulis that are
either religious or photography related. Accorditgy an
analysis of 2 months of their log file data coneéuctby
OneStat.com [21], the most common query length stidan
to a search engine (32.6 %) is two words and 7702%ll

gueries are three words long or less. These shmenties are
often ambiguous, providing little information to search
engine on which to base its selection of the melstvant Web
pages among millions. A user profile that represettite
interests of a specific user can be used to sumpiequeries,

Expli

narrowing down the number of topics considered when
retrieving the results. For the user in our examiplee knew
that they had a strong interest in photographylitilet or none

in religion, the photography-related results cooddpresented

to the user preferentially.

Our approach is based on building user profilestham
the user’s interactions with a particular searcfirea For this
purpose, we implemented GoogleWrapper: a wrapparalr
the Google search engine, that logs the queriesglseesults,
and clicks on a per user basis. This informatios th&n used
to create user profiles and these profiles wered ugea
controlled study to determine their effectivenessproviding
personalized search results.

The study was conducted through three phases:

1. Collecting information from users. All searchder
which at least one of the results was clicked wegged per
user.

2. Creation of user profiles. Two different sources
information were identified for this purpose: alueagies
submitted for which at least one of the results waied and

Céltll shippets visited. Two profiles were created ofitboth

eries and snippets.

. Evaluation: the profiles created were used toutaie a
new rank of results browsed by users. The averatjgésorank
was compared with Google’s rank.

Many approaches create user profiles by capturing
browsing histories through proxy servers or desktojivities
through the installation of bots on a personal catep These
require participation of the user to install th@xyr server or
the bot. In this study, we explore the use of &-lagasive
‘heans of gathering user information for persondligearch.
Our goal is to show that user profiles can be iaih}i created
out of short phrases such as queries and snippk¢sted by
the search engine itself. We demonstrate thatlpsofireated
from this information can be used to identify, gomdmote,
relevant results for individual users.

Il. BACKGROUND

2.1 Ontologies and Semantic Web

According to Gruber [11], an ontology is a “spesafiion of
a conceptualization”. Ontologies can be definedliiferent
ways but they all represent taxonomy of concepgiagwith
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the relations between them. In the context of tharldvwWide
Web, ontologies are important because they formddifine
terms shared between any type of agents withouticaity,

allowing information to be processed automaticadnd
accurately. OntoSeek [12] is an example of systaged on
ontologies. Utilizing information sources such asduct
catalogs and yellow pages it applies conceptuaphgato
represent both queries and resources.

NOVEMBER 2013.

they are situated [19]. Several systems have atsmo
provide personalized search that are tailored baped user
profiles that capture one or more of these aspects.

In the OBIWAN project [8], search results from a
conventional search engine are classified with eespo a
reference ontology based upon the snippets sumimgrike
retrieved documents. Documents are re-ranked baped
how well their concepts match those that appeahlhig

The expression “Semantic Web” was introduced by ETAveighted in the user profile. PERSIVAL [18] is astssm that

(Electronic Transactions on Artificial Intelligerjce 2000 to
describe the extension of the Web to deal withnle@ning of
available content rather than just its syntactiomfo Many
XML based projects such as Resource Descriptor &naork
(RDF), Notation 3 (N3), and OWL started from tharel each

provides personalized search on specific medidahaties.
Rather than building a user profile, PERSIVAL albwsers
to augment queries by providing contextual infolioratsuch
as a patient record. PERSIVAL then extracts corscémm
the context and uses them to expand the query.patient

aims to define syntax capable of describing and/oecord is also used to filter the search resuksnaving

manipulating ontologies. One of the main bottlesetk the
evolution of the Web along these lines is the arhoafn
manual effort usually required to create, maintaind use
ontologies. Our approach shares many of the samats g
the Semantic Web, however we focus on automattmigoes
wherever possible.

2.2 Personalization

Personalization is the process of presenting thyht ri
information to the right user at the right momentorder to
learn about a user, systems must collect informatibout
them, analyze the information, and store the resaoftthe
analysis in a user profile. Information can be ectiéd from
users in two ways: explicitly, for example askimg feedback
such as preferences or ratings; and implicitly, deample
observing user behaviors such as the time spedingan
online document. Explicit construction of user flesf has
several drawbacks. The user provide inconsistetmamrrect
information, the profile built is static whereasetluser’s
interests may change over time, and the construafothe
profile places a burden on the user that they nwywish to
accept. Thus, many research efforts are underwagglicitly
create accurate user profiles [6][7][22]. User bsing
histories are the most frequently used source fofrrimation
about user interests. Trajkova and Gauch [26] use
information to create user profiles representedwaghted
concept hierarchies. The user profiles are creabsd

classifying the collected Web pages with respect ato
reference ontology. Kim and Chan [15] also builderus

profiles from the same source, however they ussteling to
create a user interest hierarchy. The collected Y&afes are
then assigned to the appropriate cluster. Thetfadta user
has visited a page is an indication of user intenesthat

page’s content. Extending this idea, Chan describasetric
to estimate the level of user interest; for examghe

percentage of links visited on a page or URL presknn

bookmarks.

To achieve effective personalization,
distinguish between long-term and short-term irgEreand
include a model of the user’'s context, i.e., thektan which
the user is currently engaged and the environmenthich

profiles ddou

information that is not related to the specificecdgescribed in
the context. They have extended their personalsssdch to
also be applied to multimedia information.

Competitive Intelligence Spider and Meta Spider ¢
part of a client-based application that collectsl anganizes
Web documents on the user’'s machine. Spiders mtheiga
information directly from Web sites or through sdgaengines.
Collected documents are then analyzed and nours@hiare
extracted to create a personal dictionary for ther wo guide
future searches. The noun phrases are also usedydnize
the documents and a graphical map of the resugisrisrated.
Users can personalize the search explicitly by ctelg
specific Web sites, the number of Web pages tcecplland
the noun phrases used in the final map of results.

The Personal Search Assistant [14] is an applicdtiat a
background process that collects information onalietf a
user by submitting queries to various search esgiResults
are stored on the local machine and are analyzdédasahey
can be organized conceptually. The user manuaéigtes a
conceptual database that is input to a personaintage
responsible for building a user profile. The p@fis used to
filter the results of later searches.

I1l. METHODS

Feature Ex traction

The process starts with feature extraction ,at stage all
the search queries submitted by the user frombtbe/sing
history is extracted. From the search queries siegm
process is applied. Pure terms are extracted as ranins
from the search queries.

Algorithm: Feature Extraction

Given: Set of User Queries Qi

Procedure:

stepl: Remove stop words from Qi.

step2: Tag the word using pos tagger.

step3: Identify nouns.

step4: return index terms IW(Iw1,lw2,...).

step6: End
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Figure 1: System Architecture
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At this stage of the process the odp taxonomy asl fiato
the system. The read text is splitted into seeohs. From the
set of terms the root concept is identified. Whia tdentified
root concept , positive and negative rules are ige@e against
index terms. Generated rules are indexed for legage.

V. CONCLUSION

With the semi-structure of information on the Imetfr and
the arbitrariness of releasing the enormous amofinkeb
pages, turns finding desired information quicklyd aaxactly
to be a crucial task. Search engine is playingraneasing
important role in information retrieval on the Inmet. The
search results given by search engines are ggnsmatied on
descendent importance of its usage. Humans thitérms of
concepts but the concept may be differing from anether.
Hence the importance of a page is gained from usds
different Concepts. Thus this contradictory impoce does
not be feasible in future. Hence user-centric peabpation is
the only solution to solve the problem. We furtiverestigate
this framework to increase the relevancy of the \Vieks to
the search query.
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