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Abstract— Security is one of the extensive and complicated
requirements that need to be provided in order to ehieve few
issues like confidentiality, integrity and authentcation. In a
content-based publish/subscribe system, authentidah is
difficult to achieve since there exists no strongdmding between
the end parties. Similarly, Integrity and confideniality needs
arise in published events and subscription conflist with
content-based routing. The basic tool to support cdidentiality,
integrity is encryption. In this paper, we proposeSREM, a
scalable and reliable event matching service for atent-based
pub/sub systems in cloud computing environment. Tochieve
low routing latency and reliable links among serves, we
propose a distributed overlay SkipCloud to organizeservers of
SREM. Through a hybrid space partitioning technique
HPartition, large-scale skewed subscriptions are ngped into
multiple subspaces, which ensures high matching tbughput
and provides multiple candidate servers for each ent.
Moreover, a series of dynamics maintenance mechanis are
extensively studied.

Index Terms— Publish/subscribe, event matching, overlay
construction, content space partitioning, cloud computing.

I. INTRODUCTION

Common requirement for any system is secufiitye
need for security must be extremely high. It is afdhe
major requirements to protect or control any sértadures
[1]. There are number of mechanisms which are abklto

instead of clearly routing to an specified destorat
Publish-subscribe middleware has recendgome
popular because of its asynchronous, implicit, rpdint,
and peer-to-peer style of communication. Componanis
publish-subscribe system are strongly decouplexy; tian be
easily replaced, thus providing a high degree efifflility
both at the application and infrastructure levél f8number
of publish-subscribe systems have been proposddtto In
this paper we focus on those that seek increassdlslity
and flexibility by exploiting a distributed architeire for
event dispatching, and that empower the progranwaitsr
maximum expressiveness by using a content-basezmsch

for determining the match between an event and a

subscription.

Representative examples are [4, 5 and 6hodlgh the
publish-subscribe model enjoys a growing populantge
observe that the characteristics of the availapitems still
fall short of expectations under many respects.ik&ance,
this paper is motivated by the observation thatrétiability
of the distributed event dispatching infrastructigerarely
guaranteed by dedicated mechanisms: insteadpyipisally
delegated to the underlying transport protocol,., ely
assuming the existence of TCP links [7]. Unfortehatthis
approach is overly restraining in several scenamasuding
simple ones characterized by small scale and ia sttivork
topology. For instance, communication can be impieted
on top of unreliable transport protocols like UDBr f

provide security. In that one of the most importanperformance reasons; moreover, links and nodeshef t

mechanisms is encryption. In cryptography encrypisothe
process of converting plain text to cipher text abhiis

unreadable from unauthorized users. The cryptographre

mechanism is required in publish/subscribe systém.
publish/subscribe system publisher is one who phbs his
content without specifying a particular destinationreach
publisher will not program the documents to bevazkd to a
particular subscriber. Publisher will classify pshing
documents based on different criteria and releasand
subscriber will show interest on one or more documand
subscribe to that particular one in order to haseas over it.
This publish/subscribe system is traditionally madrout in
broker-less [2] content based routing which forvgamt

dispatching infrastructure may fail altogether. &l the
situation is exacerbated in the more dynamic soendhat
increasingly  characterizing modern
computing, where publish-subscribe would find ittunal
use. As an example, mobile computing implies ainanusly
changing network topology, where reliable links aifften
difficult to maintain and where the event dispatchi
infrastructure is itself continuously recon- figdreroviding
an additional source of event loss [8].

routes the message based on the content of theageess
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Content based routing applies some set ebrtd its
content to find the users who are interested indtgent. Its
different nature is helpful for huge-level scattere
applications and also provides a high range oflfiéty and
adaptability to change. Authorized publisher hagmpssion
to publish events in the network and similarly sulieers who
likes the content can gets subscribed to a paatiquiblished
content and have access over it by which high leeekss
control [9] can be achieved. Here published consiould
not be exposed to routing infrastructure and suibsis
should receive content without leaking subscripigentity
to the system, which is a highly challenging tasiclv needs
to be carried out in content-based pub/sub syserlisher
and subscriber are the two entities and they ddrost each
other. Even though authorized publisher publismeyaasty
publisher pretend to be the real publisher and spam the
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and do not trust each other. Moreover, all the geer
(publishers or subscribers) participating in theb/pub
overlay network are honest and do not deviate ftom
designed protocol. Likewise, authorized publisherdy
allow valid events in the system. However, malisiou
publishers may masquerade the authorized publisteds
spam the overlay network with fake and duplicatenés. We
do not intend to solve the digital copyright prable
therefore, authorized subscribers do not reveattmeent of
successfully decrypted events to other subscribers.

A. PUBLISHER SUBSCRIBER TECHNIQUE

Publishers and subscribers interact with a $@&yer.
They provide credentials to the key server andiin teceive
keys which fit the expressed capabilities in thedentials.
Subsequently, those keys can be used to encrypypteand
sign relevant messages in the content based pubystdm,
i.e., the credential becomes authorized by thedezyer. A
credential consists of two parts: 1) a binary gtrimhich
describes the capability of a peer in publishind egteiving
events, and 2) a proof of its identity [12].

B. IDENTITY BASED ENCRYPTION

Identity(ID)-based public key cryptosystem, whic
enables any pair of users to communicate securighout
exchanging public key certificates, without keepagublic
key directory, and without using online service athird
party, as long as a trusted key generation cestres a
private key to each user when he first joins thevaek [13].

C. IDENTITY HANDLING
Identification provides an essential 8y block

network with fake and duplicate contents similarly,, 5 large number of services and functionalities

subscribers are very much eager to find other uaeds
publishers which are challenging tasks [9]. Finallsansport
Layer Security (TLS) or Secure Socket Layer (SSlgdcure
channels for distributing keys from key servertte tequired.
Existing security approach deals with traditionetwork and
security is based on restricted manner which tisut key
word matching [10]. Key management was the chaiteng
task in the existing approach, so to overcoméneli¢, we use
new approach called pairing based cryptography ar@sim,
which helps in mapping between to end parties secta
cryptographic groups. Here, Identity Based Encoypti
Technique (IBE) [11] is used under this mechanislaw
approach IBE provide greater concern towards atittegion
and confidentiality in the network. Our approachnpitusers
to preserve credentials based on their subscrgptiSecret
keys provided to the users are labeled with thdesrals. In
Identity-based encryption (IBE) mechanisms 1) kay be
used to decrypt only if there is match betweenenédls with
the content and the key; and 2) to permit subskgiteecheck
the validity of received contents. Moreover, thigpmach
helps in providing fine-grained key managementeatife
encryption, decryption operations and routing isied out in
the order of subscribed attributes.

Il. LITERATURE SURVEY

distributed Information systems. In its simplestrnfo
identification Is used to uniquely denote computensthe
Internet By IP addresses in combination with them@m
Name System (DNS) as a mapping service betweendaigmb
Names and IP addresses. Thus, computers can centlgni
Be referred to by their symbolic names, whereasTlie
routing process, their IP addresses must be uged.[3
Higher-level directories, such as X.500/LDAP, cetetly
Map properties to objects which are uniquely idesdi by
Their distinguished name (DN), i.e., their positionthe
X.500 tree [14].

D. CONTENT BASED PUBLISH/SUBSCRIBE

Content based networking is a generalization hef t
content based publish/subscribe model. In contaséd
networking, messages are no longer addressed to the
communication endpoints. Instead, they are puldisicea
distributed information space and routed by thevasting
sub -state to the “interested” communication eniiso In
most cases, the same substrate is responsiblesddiring
naming, binding and the actual content delivery.[15

E. SECURE KEY EXCHANGE

A key-exchange (KE) protocol is run inetwork of
interconnected parties where each party can beaeti to
run an instance of the protocol called a sessi6éh Within a
session a party can be activated to initiate tlssise or to

There are two entities in the System publishers ar}gspond to an incoming message. As a result ofethes

subscribers. Both the entities are computationadlynded
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activations, and according to the specificatiothefprotocol,
the party creates and maintains a session staterajes
outgoing messages, and eventually completes tls@sadsy
outputting a session key and erasing the sessata [417].

F. BLUE DOVE
It adopts a single-dimensional partitigntachnique

to divide the entire spare and a performance-aware

forwarding scheme to select candidatatcher for each
event. Its scalability is limited by theoarse-grained
clustering technique [18].

G. SEMAS

It proposes a fine-grained partitioning techniquachieve
high matching rate. However, this partitioning teicjueonly
provides one candidate for each event and mayttedéatge
memory cost as the number of data dimensina®ases. In
contrast, HPartition makes a better tradedoétween the
matching throughput and reliability througfiexible manner
of constructing logical space [19].

lll. EXISTING SYSTEM

A number of pub/sub services based on the cloud

computing environment have been proposed, Howevest
of them can not completely meet the requirementbath
scalability and reliability when matching largerake live
content under highly dynamic environments. This niyai
stems from the following facts:
inappropriate to the matching of live content whiilgh data
dimensionality due to the limitation of their sakption
space partitioning techniques, which bring eithew |
matching throughput or high memory overhead [2GjeSe
systems adopt the one-hop lookup technique amawgrsdo
reduce routing latency. In spite of its high effiocy, it
requires each dispatching server to have the saeve of
matching servers. Otherwise, the subscriptionyvents may
be assigned to the wrong matching servers, whittg lihe
availability problem in the face of current joiniog crash of
matching servers. Matching servers. Otherwise,

matching servers, which bring the availability desb in the
face of current joining or crash of matching sesver

A. DISADVANTAGES

Cloud enables subscriptions and events to be foedar
among brokers in a scalable and reliable manneso Alis
easy to implement and maintain.

A ADVANTAGES

1. High scalability and reliability of event matching
2. Reducing the optimal routing latency.

Scope is to design and implement thestiela
strategies of adjusting the scale of servers basdtle churn
workloads. Secondly, it does not guarantee thabtb&ers
disseminate large live content with various dat&sito the
corresponding subscribers in a real-time manner. the
dissemination of bulk content, the upload capaoégomes
the main bottleneck. Based on our proposed evetthing
service, we will consider utilizing a cloud-assistechnique
to realize a general and scalable data dissemmatovice
over live content with various data sizes.

B} Broker
Subscriber

(P) Publisher
Ea

Most of them are

Fig.2 Proposed Architecture

To support large-scale users, we consiaetoud
computing environment with a set of geographically
distributed data centres through the Internet. Ekath center
contains a large number of servers (brokers), wisioh

managed by a data center management service such as

Amazon EC2 or Open Stack. All brokers in SREM as th
front-end are exposed to the Internet, and anycsiltes and
publisher can associate to them unswervingly. Tooplish
reliable connectivity and low routing latency, tbdsrokers
are connected through an distributed overlay, daf&ip

e ; theloud. The entire content space is partitioned ohigjoint
subscriptions or events may be assigned to the gwro

gubspaces, each of which is managed by a numtbeokdrs.
Subscriptions and events are dispatched to thepaabs that
are overlapping with them through Skip Cloud. Suipgions
and events falling into the same subspace are ethizh the

1. Lower rate of scalability and reliability of eventS@me broker. After the matching process completesnts

matching.
2. High routing Latency

IV. PROPOSEBCHEME

We propose a scalable and reliable hiradc
service for content-based pub/sub service in ctmmdputing
environments, called SREM. Specifically, we mafiolgus on
two problems: one is how to organize servers indiogd

computing environment to achieve scalable and bigia

routing. The other is how to manage subscriptiosevents

to achieve parallel matching among these servers. W

propose a distributed overlay protocol, called SEipud, to
organize servers in the cloud computing environm8kip
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are broadcasted to the corresponding interestestghbrs.
The subscriptions generated by subscribers S1 a@ndr&
dispatched to broker B2 and B5,respectively. Upmeiving
events from publishers, B2 and B5 will send matcheehts
to S1 and S2, respectively.
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All data canters due to the various skewed distiding of
users’ interests. The node failure may lead toliairle and
inefficient routing among servers. To this ends ibrganized
servers into Skip Cloud to reduce the routing leyeim a
scalable and reliable manner. Such a frameworkrofée

5. ROUTING METHOD

A. MODULESDESCSRIPTION

1) DATACENTER/BROKER CREATION
In the first module, we develop the Data teen

number of advantages for real-time and reliablea dafr®tion and Broker Creation. To support largeescaers,

dissemination. First, it allows the system to tiyngroup
similar subscriptions into the same broker duehi® high
bandwidth among brokers in
environment, such that the local searching Time ban
greatly reduced. Second, since each subspace egethiy
multiple brokers, this framework is fault toleraaten if a
large number of brokers crash straightaway. THietause
the data center management service provides seadatul
elastic servers, the system can be easily expande
Internet-scale.

B. HPARTITION

In order to take benefit of multiple distribdtbrokers,
SREM distributes the entire content space amongtdpe
clusters of Skip Cloud, so that each top clustéy smitches a
subset of the entire space and searches a smabemuof
candidate subscriptions. SREM employs
multidimensional space partitioning technique, exllHP
partition, to realize scalable and reliable everdtahing.
Generally speaking, HPartition divides the entientent
space into disjoint subspaces. Subscriptions ardtswvith

overlapping subspaces are dispatched and matchdteon

same top cluster of Skip Cloud .To keep workloathmee
among servers, HPartition divides the hot spots watrious
cold spots in an adaptive manner.

C. ADAPTIVE SELECTION ALGORITHM

Because of diverse distributions of sulpdimrns, both
HSPartition and SSPartition cannot substitute vetich
other. HSPartition is striking to divide the hototp whose
subscriptions are uniform dispersed regions. Howew's
unsuitable to rift the hot spots whose subscrigtialhappear
at the same exact point. On the other hand, SSBarillows

we consider a cloud computing environment with e
geographically distributed data centres. Each datater

the cloud computin&ontams a large number of servers (brokers), widioh

Mmanaged by a data center management service. Proaah
is suitable for large and reasonably stable enuiemts such
as that of an enterprise or a data center, whdiable
publication delivery is desired in spite of failaréAs future
work, we would like to exploit our scheme to allder

dmulti-path load balancing, and support some of P/S

optimization techniques such as subscription cogerit
provides an abstract and high level interface fatad
producers (publishers) to publish messages anduomrs
(subscribers) to receive messages that matchitieiest.

2) CLUSTERING METHOD

Cluster is a group of objects that belongs to #mesclass.
In other words, similar objects are grouped in duoster and

a hybridissimilar objects are grouped in another cluSeppose we

are given a database of ‘n’ objects and the paiitg method
constructs ‘k’ partition of data. Each partitiorliwepresent a
cluster and k& n. It means that it will classify the data into k
groups, which satisfy the following requirements:

e Each group contains at least one object.

» Each object must belong to exactly one group.

3) CONTENT SPACE PARTITIONING

The content space is partitioned into disjoint subspace

each of which is managed by a number of brokerenach
top cluster only handles a subset of the entireespnd
searches a small number of candidate subscriptibhe.
whole content space into non-overlapping zonescasdhe
number of its brokers. After that, the brokers iffedent
cligues who are responsible for similar zones amnected
by a multicast tree.

4) EVENT MATCHING

to divide any kind of hot spots into multiple sutsseven if all
subscriptions falls into the same single point. &t&heless,

compared with HSPartition, it has to dispatch aenévo  sybscriptions to the whole network. When receiwingevent,
multiple subspaces, which brings a higher trafierdead. each broker determines to forward the event to the
To accomplish balanced workloads among brokers, Aghrresponding broker according to its routing tafilaese

adaptive selection algorithm to select either H8tam or approaches are inadequate to achieve scalable event
SSPartition to assuage hot spots. The selectioasisd on the matching.

similarity of subscriptions in the same hot spqtedfically,
subspace with maximal size of subscriptions in HRm.
We choose HSPartition as the partitioning algorithnough
combining both partitioning techniques, this setact
algorithm can alleviate hot spots in an adaptivemsa

The data replication schemes are employed to ensure
reliable event matching. For instance, it advestise

5) ROUTING METHOD

The routing process usually directs forwardinglenhasis
of routing tables, which maintain a record of tleites to
various network destinations. Thus, constructingiting
tables, which are held in the router's memory, &yv
important for efficient routing. Most routing aldgtthms use
only one network path at a time. Multipath routteghniques
enable the use of multiple alternative paths. Rmefuting in
Skip Cloud is mainly used to efficiently route satistions
and events to the top clusters. Note that theerudéentifiers
at level are generated by appending one binaryhto t
corresponding clusters at level i. The relationdghtifiers
between clusters is the foundation of routing tgeclusters.

V. IMPLEMENTATION

The proposed system of this project is diviched five
major modules and described as below.

1. DATACENTER / BROKER CREATION
2. CLUSTERING METHOD

3. CONTENT SPACE PARTITIONING

4. EVENT MATCHING
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Briefly, when receiving a routing request to a sfiecluster,
a broker examines its neighbour lists of all le\xaid chooses

the neighbour which shares the longest commonxovéth

the target Cluster ID as the next hop. The routipgration
repeats until a broker cannot find a neighbour whdentifier

is more closer than itself.

Cabus

b |

El-lelel=lo]
Fig .4 Scalable and Reliable Matching Servic

i

_— .

Fig .5 Comparison Graph

VI. CONCLUSION

SREM, a scalable and reliable event niagchervice
for content-based pub/sub systems in cloud comgutin

environment. SREM attaches the brokers over and dai
a scattered overlay Skip Cloud, which certifiesiatde

connectivity among brokers through its multi-lewdlisters

and brings a low routing latency through a prefixiting
algorithm. A hybrid multi-dimensional space paditing

technique, helps out SREM in reaching scalablebatahced

clustering of high dimensional twisted subscripsioand eac

h

event is permitted to be matched on any of its ickate
servers. Extensive experiments with real deploynbased
on a Cloud Stack test bed are accompanied, proglvesults
which demonstrate that SREM is effective and pecattiand

also presents good workload balance, scalabilitgl ai

reliability under various parameter settings. Aitgb

proposed event matching service can competentbr filut
extraneous users from big data volume, there aleast
number of problems need to be solved. Based oretrast
matching service, it is considered utilizing a cleassisted
technique to realize a general and scalable dasaination

service over live content with several data sizes.
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