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Abstract— This paper considers two types of protein data.
First, data about protein function described in a mmber of
ways, such as, GO terms and PFAM families. Secondata
about whether individual proteins are experimentaly associated
with cancer by an anomalous elevation or lowering fotheir
expressions within cancerous cells. We combine tleetvo types
of protein data and test whether the first type oflata, that is, the
functional descriptors, can predict the second typef data, that
is, cancer-relatedness. By using data mining and rohine
learning, we derive a classifier algorithm that usig only GO
term and PFAM family descriptions of a protein canpredict
with over 73 percent accuracy whether it is assodied with
pancreatic cancer.

Index Terms— Data mining, GO term, pancreatic cancer,
PFAM family, protein.

I. INTRODUCTION

Data mining is increasingly applied to non-relatl
databases, including genome and protein databa$¢s].
Data mining and data classification methods areckiged
for protein structure and function [6]-[8], prote@&volution
[9], [10], protein interaction networks [11], ancbdical data
that may include genomes or proteins [12]--[14]. the
present paper, preliminary versions of which weesented
in [15] and [16], we focus on a pancreatic cancetein
database. This database was collected by RoberB@md
Bradley

Worley, in the Department of Chemistry at the Unsity
of Nebraska-Lincoln, based on earlier pancreatincea
research [17]-[23].

because many protein databases often contain tsetyges,
whereas most data mining and machine learning ithgas
assume relational database inputs. We overcamprtitidem

by describing effecting ways to restructure the tgiro
databases into relational databases. The resteactur
databases allowed the use of several types offidasssuch
as, Support Vector Machines (SVMs) and decisioestre
Other types of data mining algorithms could be alsed, but
we chose these two types because they are curtbattypost
frequently used data mining methods.

. BACKGROUNDCONCEPTSAND TOOLS

In this section, part A gives an introtioic to
classifiers and part B describes the WEKA systewt th
contains a library of implemented classifiers.

A. Classifiers

Let be a relation, where the set of attributes ¥s=called
the feature space and the y attribute is calledball Each
tuple of the relation describes some entity basedpecific
values of the feature space and the label. For pkearaach
row may describe a protein with specific featurgitaites,
such as, molecular weight, amino acid sequence atd. a
label attribute, such as, whether it is involvedoancreatic
cancer.

Given such arelation R, a classifier is mappiogifiX to y.
If a classifier is correct on all tuples of relati®, then the
value of y can be always predicted from the vahfes<. In
practice, the classifier may not be correct onpaditeins.
Further, classifiers are intended to be able tesifia even

Pancreatic cancer was chosen as a test case béchase those proteins that are new, not just those tlesdlaeady in R.

the lowest survival rate among different typesarfaer. Data

Popular classifiers include decision trees and Supp

mining was used to investigate the relationship ragno Vector Machines (SVMs). A decision tree is a trdgch is

anomalous proteins, which have unusually high arl&vels
in pancreatic patients. Early recognition of sonateyns

read from the root towards the leaves, and whotanal
nodes are tests and whose leaf nodes are catefif]esor

developing among these anomalous proteins may all@xample, C4.5 is a well-known decision tree algponif25].

treatment to start earlier and increase the survaie of
pancreatic cancer patients.
Data mining of protein databases poses specidleciyas

SVMs perform classification by constructing foratbn R an
n-dimensional hyper plane that optimally separétesdata
into two categories (for example when y = 0 and 3)=An
example of SVM is the libSVM implementation [26].
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B. The WEKA Library proteins in the GO_pdac table are extended withval¥e of

In our experiments we used the Waikato Environmient “1" by the following SQL query, which we call SQLii Fig.
Knowledge Analysis (WEKA) system developed at thé:
University of Waikato [27], [28]. WEKA provides an
extensive library of data mining and machine leagni
algorithms. In WEKA, the input data is a relationtable
which is represented by an Attributes Relation F@Fmat
(ARFF) file. Each ARFF file starts with a title et the user
know what kind of data is stored in the file. Theetis
followed by a relation type and then all the atités and their
types. Finally, the attribute declarations aredwkd by the
actual data rows.

Fig. 1 Generating GO_PFAM_merge.

Syntax for generating GO_PFAM_merge
create view GO_merge (UID, GO, Y) as
select UID, GO, 0 from GO_np
union
select UID, GO, 1 from GO_pdac;
After the above query is executed the Gérgm
table looks as follows:

. . Table 2 The GO_merge table.
C. The Restructuring Method in Theory

In the pancreatic protein database collection oduab UID GO Y

eighty tables, we chose for our study the GO _np and 043491 GO:0003779 1

PFAM_np tables, which contain data about pancreatic 043491 GO:0005198 1

proteins that are not involved in cancer, and the @dac and (043491 GO:0005886 1

PFAM_pdac tables, which contain data about panicreat 043491 GO:0008091 1

proteins that are related to pancreatic cancer. (pChad 043491 GO0:0019898 1

70,331, PFAM_np had 7,054, GO_pdac had 30,888, and043491 GO:0030866 1

PFAM_pdac had 7,272 rows, that is, a total numbler o Q96C24 GO0:0005215 1

115,545 rows. Q96C24 GO0:0005886 1

Q96C24 G0:0019898 1
A simplified version of the GO_pdac looks as folkow Q96C24 GO0:0030658 1
Q96C24 G0:0042043 1

Table 1: GO_pdactable
UID GO
043491 GO:0003779 We restructured or “flattened” the above table byS®QL
043491 GO0O:0005198 query that transformed GO_merge into another table
043491 GO0:0005886 GO_merge_flat in which all information about a $tng
043491 GO:0008091 protein appears in one row, as shown in Table 2.
043491 G0:0019898
043491 GO:0030866 In theory, the number of attributes in the resticed
Q96C24 GO0:0005215 relation is n+2, where n is the number of distiB@ terms.
Q96C24 GO:0005886 Apart from UID and Y, these distinct GO terms fothe
Q96C24 G0:0019898 attributes of the restructured relation. Below e&h term a
Q96C24 GO0:0030658 ‘1’ or ‘0’ indicates whether the GO term applieshe protein
Q96C24 G0:0042043 indicated by the UID on the left.

The GO_pdac table lists all (UID, GO) pairs, suet UID D. Smplifying the Restructuring Problem

is the universal identifier of a pancreatic protemd GO is a
feature descriptor, also called a GO term. The @iid the
GO terms can be found in the UNIPROT database.eTisea
many-to-many relationship between the UIDs and @t
terms. For example, rows three and five with thees@ID  distinct GO terms, a straightforward application tbie
043491 are related to two different GO terms, GOSEB6 restructuring method would yield a table with exdri The
and G0O:0019898. On the other hand, rows three aid e WEKA and other machine learning systems simply oann
with the same GO term GO:0005886 are related to twndle such big matrices. Moreover, the matrix @dagicome
different UIDs, 043491 and Q96C24. even bigger when we consider not only GO terms$RAM
The GO_np tables listed (UID, GO) pairs of non-paatic families and other attributes as described in Rarélow.

proteins. We merged the GO_np and GO_pdac tabtesuti ~ One possible way to reduce the size of the madrixsing
losing the information whether the protein is rethto cancer Principal Component Analysis. Using Principal Comit
or not. Hence we extended the GO_np and the Go_pdg@alysis, the matrix could be rewritten into anatheatrix
tables with a Y column, which denotes whether trugin is with a smaller number of columns. The new columosild/

related to pancreatic cancer or not. All the p“ﬂen the be linear combinations of the EXiSting COlUmnS,t ihathe
Go_np table are extended with a Y value of "O"’|wh]| the 7935 GO terms. While this would reduce the sizethef

The restructuring method described in the pars @adt
practical because it requires a huge matrix. Famgpte, since
GO_merge table contains 17943 distinct UIDs and5793
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matrix and alleviate the runtime problems with WEIKAd
other machine learning systems, it would still heta good
solution.

Our ultimate goal is to be able to easily and eately
identify whether a new protein may be associated gancer.
Intuitively, we would like to characterize the cancelated
proteins based only on a small subset of the GOstbecause
it is impractical to test each of the 7935 GO tewhgther it
applies to a new protein.

The Principal Component Analysis would still regutihat
we test each of the 7935 GO terms, and then lyearhbine
their (1 or 0) values to find the new columns. Tisavhy the
Principal Component Analysis would not yield a sfgthg
solution.

We need another method to find a small subsédieofxO
terms that characterizes the proteins in terms afcer
relatedness as accurately as the entire set oG twould
characterize those. How can we find such a subisbedGO
terms by using the restructuring matrix would eepsparse
because most of the UIDs are characterized bythessten
GO terms. Hence most of the 7935 distinct GO tenmsid
have a value of 0 in most rows. GO terms that ocruy
rarely do not connect many different UIDs hence tliee not
very useful as efficient cancer indicators. Henge
experimented with selecting only the top n mogfjdient GO
terms. We observed that in general when n incretses
accuracy also increases. At some point the increaskee
accuracy diminishes with further increments in Bntk it is
not worth to increase further the value of n beytivad point.
In our case, this value

{

create view GOcount(GO,count) as

select GO, count(*)

from GO_merge

group by GO;

}

The new table GOcount(GO,count) contains the cofint

each GO term. We extracted the top 200 most fraqaén
terms into a text file as follows:

\

{

select GO from GOcount

order by count desc limit 200

into outfile “/tmp/MergeTop200GO.txt';

}

We wrote a C++ program, which is shown in detaithie
code, to automatically generate the restructuri@g §uery.
Apart from some initialization and ending, the mamg

repeatedly reads the next GO term from the inplgt fi
file

MergeTop200GO.txt and writes to an output
SQL _flatten.txt the line of the SQL query that esponds to
the GO term. Below is how the SQL_ flatten.txt fdeks like.

select UID,

max(case when GO = "G0:0016021' then 1 else Pa=nd

"G0:0016021",

max(case when GO = "G0:0005515' then 1 else Oand)

"G0:0005515',

*G0:0005634',

max(case when GO = "G0:0005737' then 1 else Oa&snd)
*G0:0005737',

max(case when GO = "G0:0008270' then 1 else Oasnd)
*G0:0008270',

max(case when GO = "G0:0006350' then 1 else Oasnd)
*G0:0006350',

max(case when GO = "G0:0007165' then 1 else Oa&snd)
*G0:0007165',

max(case when GO = "G0:0005886' then 1 else Oasnd)
*G0:0005886',

max(case when GO = "G0:0005524' then 1 else Oa&snd)
*G0:0005524',

max(case when GO = "G0:0003677' then 1 else Oasnd)
*G0:0003677',

Y
from GO_merg
group by UID

When the above SQL query is executed, for each iUID
checks all the GO terms. If any of the GO termsU@ is
associated with matches a particular GO term fachvive
are creating a column in the flattened table, thahGO term
will get a value of 1" else it will get a valué 60". The
process then continues until it does not read aogerJID
groups.

E. Merging GO_merge and PFAM_merge

The PFAM table is similar to the GO tabléhe
PFAM table contains the UID of proteins and the RFA
terms, which form another set of characterizatimfrzroteins
as an alternative to the GO term characterizatiya. can
create PFAM_merge by merging PFAM_np and PFAM_pdac
similarly to how we created GO_merge. Fig. 1 oetlirthe
process of merging the GO_merge and the PFAM_merge
tables together when we need to use both the GCthend
PFAM terms. Table 3: is an example PFAM_merge talite
SQL query, called SQL 2 in Fig. 1, to generate the
PFAM_merge table is similar to the SQL 1 query \a& s
before.

Table 3: The PFAM_merge table.

UID PFAM Y

P02656 PF05778 0
P09651 PFO00076 O
Q9BY79 PF00431 0
Q9BY79 PF01392 0
Q9BY79 PFO0057 0
043491 PF00385 0
Q9UKUO PF00501 0
P10323 PFO00089 0
Q17RR3 PF00151 0
Q17RR3 PF01477 0

max(case when GO = "G0:0005634' then 1 else Oasnd) {
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select T.UID,
max(case when GO = "G0:0016021' then 1 else Oand)
"G0:0016021",

max(case when family = "PF07647' then 1 else 0 asd)
"PFO7647

, T.Y
from GO_merge T JOIN PFAM_merge ON T.UID =
PFAM_merge.UID

group by UID
}

In our experiments, we used the top n most freq@t

a b CLASSIFIED
12794 305 a=0
4691 153 b=1

The confusion matrix displays the relationship estwtwo
or more categorical variables. The number of cdiyec
classified instances is the sum of the diagonalsthim
confusion matrix; all the others are incorrectlgsdified. For
lib SVM with the PFAM_merge file and stratified
cross-validation, the data mining results with wasdollows:

CORRECTLY CLASSIFIED 11590 71.707 %
INCORRECTLY CLASSIFIED 4573 28.293 %
TOTAL NUMBER 16163 100 %

terms as well as the top m most frequent PFAM terms

yielding a relation with n+m+2 attributes. We vari¢he
values of n and m as described in the next section.

lll. EXPERIMENTALRESULTS

Given a flattened file, as in Table 2, ité&sg to generate
an ARFF file, which is needed for the WEKA systémthe
ARFF file, the UID attribute ranges over stringattdescribe
protein IDs, and the "relation" attribute subsgtufor the "Y"
attribute. For example, Table 2 is described usiR§F as

follows:

@relation GO_merge_flat
@attribute “"UID" {O43491, Q96C24}
@attribute ~"G0:0003779" {0, 1}
@attribute ~"G0:0005198" {0, 1}
@attribute "G0:0005215" {0, 1}
@attribute ~"G0:0005886" {0, 1}
@attribute ~"G0:0008091" {0, 1}
@attribute ~"G0:0019898" {0, 1}
@attribute ~"G0:0030866" {0, 1}
@attribute “relation” {0, 1}
@data
'043491",1,1,0,1,1,1,1,1
"Q96C24",0,0,1,1,0,1,0,1

From our WEKA library, we used the libSVM squt
vector machine, which was previously added to iheaty,
and the J48 decision tree. Both of these accepieuot in

ARFF format. The stratified cross-validation wagdisn all
our classifications.

A. Support Vector Machine Results

Using libSVM with the GO_merge flat €fjl
WEKA gave the following:

CORRECTLY CLASSIFIED 12947 72.156 %

INCORRECTLY CLASSIFIED 4996 27.844 %
TOTAL NUMBER 17943 100 %

WEKA also gave the following confusion matrix:

16

The classification for all our instance was corrfectabout
71.7 % of the instances. Below is the confusiorrimat

a b CLASSIFIED
163 4263 a=0
310 11427 b=1

B. Decision Tree Results

Our next set of experiments used the J4&ueciree.
The decision tree with the GO_merge_flat file gake
following results:

CORRECTLY CLASSIFIED 12922 72.017 %

INCORRECTLY CLASSIFIED 5021 27.983 %
TOTAL NUMBER 17943 100 %

The classification was again about 72 % corigetow is
the confusion matrix for the J48 decision tree:

a b CLASSIFIED
12562 537 a=0
4484 360 b=1

For decision tree with the PFAM_merge_flat fithe
data mining results were as follows:

CORRECTLY CLASSIFIED 11719 72.505 %
INCORRECTLY CLASSIFIED 4444 27.495 %
TOTAL NUMBER 16163 100 %
The classification for all our instances wasrect for
over 72 % of the instances. It was slightly bettean for

GO_merge_flat with the decision tree classificatidelow is
the confusion matrix for the PFAM_merge decisiaetr

a b CLASSIFIED
144 4282 a=0
162 11575 b=1
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QONP80 P23219 P41222

Q15185 Q9P2B2

As we saw above, for both the GO_merge flat and the

PFAM_merge_flat files and both the lib SVM and 848 the
accuracy was around 72 %. A natural question iglvelnehe
accuracy can be improved by using both the GO tamdshe
PFAM families together. As we saw in Fig. 1, thessens can
be combined in a relation GO_PFAM_merge. Thisdde be

also flattened and represented in ARFF. We perfdrme

another set of experiments using WEKA and th
GO_PFAM_merge_flat file. The results for the libI8Were
the following:

CORRECTLY CLASSIFIED 13099 73.003%
INCORRECTLY CLASSIFIED 4844 26.997 %

TOTAL NUMBER 17943 100 %
Finally, the results for J48 were the foling:

CORRECTLY CLASSIFIED 12936 72.095 %
INCORRECTLY CLASSIFIED 5007 27.905 %

TOTAL NUMBER 17943 100 %

Our results from the GO_PFAM_merge analysis st t
the lib SVM has the highest percentage of 73 % aregto
72 % for the decision tree.

IV. PROSTAGLANDINSYNTHESIS

Several recent studies have identified prostagtatwdbe a
major factor in pancreatic cancer [29]-[31]. Werimted
from
prostaglandin related proteins using the followdogry:

The query retrieved 89 proteins, but many of thasee
indicated to belong specifically to the liver, liradr other
organs. By cross-checking with our pancreatic pmote
database, we identified the 24 pancreatic and ggtstdin
related proteins shown in study [25] Th
prostaglandin-related proteins interact with eatheo as
shown in Fig. 2. we hypothesize that in pancrezditcer the
following chain of events takes place, where “anigina
means either over expressed or under-expressed.

Fig .2 Prostaglandin synthesis [32]

Due to various feedback loops, anomaliesmiespoint
in a chain may be compensated. In pancreatic caneedo
not see further anomalies in the right-side chdirrig. 2
starting with HPETE because Glutathione S-transtera
(060760) is not elevated. Similarly, we have ligdeidence

for anomaly in the two other branches starting frors]

Prostaglandin H2 because neither Prostacyclin agsth
(Q16647) nor Thromboxane-A synthase (P24557)
anomalous. Hence the hypothetical process of paticre
cancer can be summarized as follows:

17
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V. DISCUSSIONOFTHERESULTS

The results reveal that the characterizations o th

ancreatic proteins by either GO terms or PFAM fasican
%e used to predict with a good, that is, aroun&b6/2ccuracy
whether they are involved in cancer. Since the
characterization of proteins is mainly based onirthe
biological functions, the results imply that thieelihood of a
protein being involved in cancer depends on itdi@pdar
functions. Although the 72 % accuracy is interagtifor
medical applications a higher, over 90 %, accureayld be
necessary. It is not clear how that higher accurayd be
achieved.

Our second set of experiments with both GO ternts an
PFAM families together gave a slight increase icuaacy to
73 % in the case of lib SVM. It is possible thataulding even
more protein attributes, the accuracy of clasdificawould
improve further. It appears that proteins invohnecertain
general functions or particular protein networkshwi cells
are more likely to be associated with cancer. ftesps that
within these particular protein synthesis netwoekdtire
pathways may be predisposed to anomalous behamibr a
cause cancer. In particular, we gave an in-dejpithysdf the
prostaglandin protein synthesis network. We aream@re of
any previous work that called attention to the tided
pathways starting from Q9NP80, although the anouszalo
behavior of Q9NP80 may be traced further back in an
expanded network.

the UNIPROT database (www.uniprot.org) all

VI. CONCLUSION

Further study is needed to develop an eaghedion
method for pancreatic cancer, enabling earliertriimeat of
cancer patients, and thereby increase their sumate, which
is currently one of the lowest among cancer paiefhe
result that the functional characterizations oftgires by
either GO terms or PFAM families enable a good jot&xh
of pancreatic cancer link may be also generalizedther
types of cancers. The putative role of QONP80 & ehrly
stages of pancreatic cancer should be further figated.
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