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Abstract— The design of an agile data center with integrated

server and storage virtualization technologies. Datenters
became an optimal solution for business customers maintain
and promote their business needs to clients via ietnet. Now
days the virtual computing allows the business cusiner to scale
up and down their resource usage based on needs. dnder to
achieve resource multiplexing in virtual computing, recent
researches were introduced dynamic resource allodgah
through virtual machines. Existing dynamic approachs
followed unevenness procedures to allocate the alable
resources based on current workload of systems. Uxmgected
demand for huge amount of resources in future may ause
allocation failure or system hang problem. In thispaper we
present a Survey on Virtualization: Integration and Load
Balancing in Data Centers new systematic approactotpredict
the future resource demands of VMM from past usageThis
approach uses the resource prediction algorithm taestimate
future needs to avoid allocation failure problem in virtual

machine management. We evaluate our system on ange of
synthetic and real data center testbeds comprisingf VMware

ESX servers.

Index Terms—Load Balancing, Data centers, Cloud storage,

dynamic resource allocation

I. INTRODUCTION
Virtual machine (VM) states that activities, dadhility

B. Integration with backup and disaster plans:

Storage systems are backed up and protected witle so
manner of disaster recovery (DR) planning. Any séovage
implementation should be fully compatible with dixig
backup and DR software, such as local snapshoteandte
replication tools. If not, the new storage setupy rfarce
changes (and possibly introduce errors) to thetiagisiata
protection scheme or add additional tools that aessarily
complicate data protection. Lab testing can uswuaihfirm a
storage system's compatibility [1].

C. Ensure redundant storage access:

Storage disruptions can have devastating consegsienmc
a virtualized data center. When a traditional serise
disrupted, usually one application is affected. Rinen a
server with 10 or 20 virtualized workloads is dised, it
affects far more business applications and usérs [1

D. Energy-efficient storage:

The energy needed to run
higher-performance storage systems means a largéicost
of ownership. Consider more energy-efficient sterag
systems, which provide more input/output operatipes
second and bandwidth per watt of energy for actigés.
Energy-efficient storage should also provide maspacity
per watt for inactive (e.g., archived) data. Aclmgvmore

and performance issues place great demand on agstorenergy-efficient storage is usually accomplishemugh a

infrastructure. So administrators need to undedsthe most
critical data center storage virtualization consatiens are

A. Sorage performance:

combination of controller and

capacity/performance tradeoffs [1].

designs

E. Virtualization and server management

Today, administrators can select from many differen A perpetual challenge with virtualization is thestiaction
shared storage platforms, such as iSCSI, Fibre @Han |ayer that separates a logical workload from itslartying

network-attached storage and Fiber Channel oveerfdgih.
Each of these platforms works fine in a virtual ieoement
but offers radically different scalability, perfoamce,
availability and capacity characteristics [1].

Storage performance is usually considered amonglgqu
because multiple VMs residing on a physical hosteha

considerable storage bandwidth requirements. Aialited
server hosting 10 VMs, for example, needs to ldbtavVMs
from storage, to periodically snapshot the curstatie of each
VM and to provide the VM data to users [1].
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hardware. It's almost impossible to tell which plogs server
is running each virtual workload, which makes it faore
difficult to intuitively optimize and troubleshodhe virtual
environment [1].

II. RELATEDWORK

Computing in VM is an emerging computing technology

that is rapidly consolidating itself as the nexg btep in the
development and deployment of an increasing nunafer
distributed applications [1][2].

Cloud computing nowadays becomes quite populangmo
a community of cloud users by offering a varietyedources.

larger-capacity and

disk
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Cloud computing platforms, such as those providgd brhese resource allocation strategies have the winlp
Microsoft, Amazon, Google, IBM, and Hewlett-Packaet limitations.
developers deploy applications across computertetidsy a a) Since users rent resources from remote sergethdir
central organization. These applications can acaelssge purpose, they don't have control over their resesirc
network of computing resources that are deployed an b) Migration problem occurs, when the users wanots t
managed by a cloud computing provider [1]. switch to some other provider for the better steraftheir
In cloud platforms, resource allocation (or loathbaing) data. It's not easy to transfer huge data frompmmo®ider to
takes place at two levels. First, when an appboatis the other.
uploaded to the cloud, the load balancer assigneetiuested  ¢) More and deeper knowledge is required for atinga
instances to physical computers, attempting torleglahe and managing resources in cloud, since all knovdeatgput
computational load of multiple applications acrpégysical the working of the cloud mainly depends upon theudl
computers. Second, when an application receivesipleul service provider.
incoming requests, these requests should be esignadto a Hence the existing systems are has the limitatiass
specific application instance to balance the coafmutal migration of resources, overloading at server angrates
load across a set of instances of the same appticdtor only working set of an idle VM. To overcome fromede
example, Amazon EC2[3] uses elastic load balan(ihdd) limitations this paper presents skewness algontimich uses
to control how incoming requests are handled. Agpion green computing technologies and load predictigorghm
designers can direct requests to instances in fapeciwhich uses past resource usage to predict the nessotor
availability zones, to specific instances, or tstémces present working environment.
demonstrating the shortest response times.
Elnozahy et al. [6] have investigated the probldmpawer . SYSTEMDESIGN
efficient resource management in a single web-aafidin _
environment with fixed SLAs (response time) anddloa A Systemarchitecture
balancing handled by the application. As in [8]ptpower The proposed system presents the design and implatioa
saving techniques are applied: switching powemofijguting  of an automated resource management system thatasta
nodes on/off and Dynamic Voltage and Frequencyigal good balance. The proposed system makes the folfowi
(DVFS). The main idea of the policy is to estimtte total three contributions:
CPU frequency required to provide the necessarnyorese a) Develops a resource allocation system that vaida
time, determine the optimal number A. However, theverload in the system effectively while minimiziripe
transition time for switching the power of a noderiot number of servers used.
considered. Only a single application is assumdzktaun in b) Introduces the concept of “skewness” to measiuee
the system and, like in [10], the load balancingtipposed to uneven utilization of a server. By minimizing skess, thus
be handled by an external system. The algorithm e canimprove the overall utilization of serverstie face of
centralized that creates an SPF and reduces thabititcg =~ multi-dimensional resource constraints.
Despite the variable nature of the workload, un[ik&], the c)Designs a load prediction algorithm that can wagpthe
resource usage data are not approximated, whichtséa future resource usages of applications accuratéffzout
potentially inefficient decisions due to fluctuat® Nathuji looking inside the VMs. The algorithm can capture tising
and Schwan [7] have studied power management obsi trend of resource usage patterns and help reduee th
in the context of virtualized data centers, whials not been placement churn significantly.
done before. ' '
Besides hardware scaling and VMs consolidation, the |
authors have introduced and applied a new power | ‘| me.| || T | a5,
management technique called “soft resource scaligé — 2 : ; 3
idea is to emulate hardware scaling by providiisg lesource I l ],
time for a VM using the Virtual Machine Monitor's/{1M) [ User Controller ]
scheduling capability. The authors found that a lmoation £\
I
|

Server 1 | Serverz Server N

of “hard” and “soft” scaling may provide higher pemw
savings due to the limited number of hardware sgaiates.
The authors have proposed an architecture wheresberce
management is divided into local and global poticiat the e
local level the system leverages the guest‘sOBower Losd balascer
management strategies. However, such management ma|

appear to be inefficient, as the guest OS may bacleor :
power unaware. Fig 1: System architecture

.The. prpvision of-resource may be made with va.rious The Fig.1 represents the architecture of the dymami
virtualization techniques. This maY _ensure a hlgh‘?Iesource allocation for cloud computing environmevitich
throughput and usage than the existing cloud FeSOUr ynsists of N servers each server consists of tinoiav

Ser‘f'c_es- The fL:u_re worI; IS rﬁlql:weg to deallsb;/a\mb machines(VM) those are connected to the VM schedsle
evolutionary teg nlques.t at wi urther resu.f[ .tter connected to the internet to distribute the resssirc
resource allocation, leading to improve resourdiézation.
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dynamically to the clients ,the clients are aceggsesources  The paper introduces the concept of mapping algorin
through the internet. Virtual machine (VM) is ateafre fig. 3 to quantify the unevenness in the utilizataf multiple
implementation of computing environment in whichresources on a server. By minimizing the sync itwgn we
operating system or program can be installed and The can combine different types of workloads nicely angdrove
VM Scheduler is invoked periodically and receivéde® t the overall utilization of server resources.

resource demand history of VMs, the capacity amedldiad

history of server, and the current layout of VMssenvers. C. Load Balgnm ng Algorithm )
The Fig.1 represents the Dataflow Diagram of An Load balancing ensures that data stores in a date s
cluster do not exceed their configured threshoklspace

Integration and Load Balancing in Data Centers tsin g ) L
Virtualization. consumption and 10 loads change during runtime.ikenl
DRS, which minimize the resource usage deviatiomssc

:551;::?3 o o nmm‘ hosts in a cluster, Storage DRS is driven by thuiestigger.
|| Its load balancing mechanism moves VMs out of dhtyse
RESTARI data stores, which exceed their configured threskalues.
Figure 4 gives the outline of load balancing asdubg
istofjots Storage DRS. For each pass of Storage DRS, thethlgads
— invoked first for data stores that exceeded th@ace
R s i:f:;?,’" W threshold and later for those violating 10 threshol
A effectively fixing space violations followed by I@olations
oupt in the data store cluster.
Dependon Input: Snapshol of enkire cluster (hosts and VM)
Storage ||.. . lfH:H‘]." stal.llﬁanj GE-’:‘M‘- Over a" mrl.
Fig. 2: Dataflow Diagram o
Numbigrations + (
B. Mapping Algorithm while ,>T and Numbfirations < Waxbirations do
Data; Set of VMs, requested_vin Besthigration « NULL
Result: Mapping for the requested VM May 0
mapping + None ' g ol
for vm in vme_in_node do Toeach VM n e csterdo
if vm.score == -1 then foreach compatble destination hos! h do
simmlate migration(vm) { - improvement in imbalance | when v is migrated fo h
vms_in_node.pop() ) - ) )
: >
P if benelit of migration > cost then
end 16> Mar, then
mapping = map(requested lease) L Basthligrabion + migrale vio h
if mapping == None and vms_n_node remaining then War 6
optimalvmn = compute_optimal_vin_to_migrate() L E
simulate_migration(optimalvm) L
vms in node.pop() i Besthgrationis NULL then
end bk
mapping = map(requested lease) _
while mapping == None and vms_in_node remaining do Rppy BestMigration to e algorithm s in‘emal cluster state and update |
for vm in vms_in_node do - NumMigrations#+
smmllate_nngmi-mn[\-'m} Fig. 4: Load Balancing Algorithm
VIR 0GB D. Resultsand Case Studies
mapping = map(requested_lease '
if :ilt)n;‘n I l:;guﬂ(i thiin ) This section presents workload characterizationltgs
| llwri i k A describes several View Planner use cases, and ngsese
i associated results.
end
end IV. MANAGEMENT NETWORK BANDWIDTH:
end In NBD/NBDSSL mode, backup data is transmitted over
Fig. 3: Mapping Algorithm the management network. The management network

bandwidth can be a limiting factor when backup \iaeak
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Backup Speed (MB/sec)

is 10GbE. Figure 5 clearly illustrates that the reggted =0 .
backup throughput can exceed the bandwidth of aELGb 0000 0
network. Figure 6 shows network throughput duritigrekup me =
job of four virtual machines. Therefore, when usithg £ 2000 o v
NBD/NBDSSL transport mode for backup, it is necegsa 8 te000 20 § Wt
estimate backup workload and allocate sufficientdvadth 10000 i
to the management network. 5000 5
0 o

Network/Real-time, 6/6/2014 112:20 PM - 6/6/2014 212:20 PM - vSphere Data Protection 5.5 cluster

40 a2 L 288 455

00400 Fig. 6: Memory Utilization
B. Transport Mode
Concurrent backup improves overall backup throughfpu
- backup proxy is allocated for each virtual machbeng
backed up. vSphere Data Protection Advanced cak lyac
B 091 P A eight virtual machines simultaneously, so if moieual
. [ | machines are selected for backup, the remaining wilebe
§ 100000 L gueued. As many as 10 vSphere Data Protection Adean
appliances can be deployed to a vCenter Servercgment
- when needed to increase concurrency. Figure Trlies that
! there are four proxies in a backup job of four uait
50000 machines.
llllllllllll al. LT Tie Tin ity sty
:%!-'m'.lru'l'lr:\ § et B Comoles
o I:-.' iR B ankili-vm B Ciplaa
IS PH EZEPH 1EM T4EPM =11 05 M £] Bmvareet ] 9 Cumplaat L
Tima g 3 vl
3 T e
§ e § Conpiet
Pertormance Chart Legend ) By @ § il
Key Object Measuremant Rollup Un *:';”w':ﬂ i : gm«:
l viphara Data Protection 5.5-cluster®-25 (Dt transmit )~ average KB
l viphara Data Protection 5.5-clustarT-E5 (Diata rocsive rate) R KB
Fig. 5: Network throughput Fig. 7: Back up Proxies
et JTabw
A. CPU and Memory Utilization in Hotspot Mode: e ™
When backing up virtual machines in the same Virtua | Write Rete
SAN cluster by using SCSI Hotspot, the vSphere Data [ . 18 965
Protection Advanced appliance consumes more CPU anc i KBps
memory as compared to backing up across clustetsing B | [ -
NBDSSL. Moreover, as backup workload increases, ongm A B - A | W ,
and CPU utilization rise more rapidly. In our tegti when s R———
backup throughput exceeds 174MB/sec, the ESXi $iost’ ' e ’
entire CPU capacity is consumed by the virtual iapgk. & WO W \ I
However, Figure 8 demonstrates that vSphere Datation , I !
Advanced can continue delivering higher throughewen Y/ U I '
though CPU is fully utilized, which suggests thackup is — N BV
very CPU intensive in Hotspot mode. If not contdll Read Rate ._\,_,_,' AR AR
vSphere Data Protection Advanced can consume ailbée 47567 RS w T
CPU resources the recommendation is to create aepar Bps R R ek
resource pools for the production virtual machines the —_— R
vSphere Data Protection Advanced virtual appliance, P
combined with shares to prioritize production wodd over

backup workload during resource contention.
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Fig. 8: Disk level throughput

C. Backup Concurrency

vSphere Data Protection Advanced overall backup
throughput increases as the number of virtual nmashio be
backed up increases. Under the same backup workload
aggregated backup throughput is higher in Hotspmtarthan
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in NBD/NBDSSL mode, as shown in Figure 9. [13]
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Fig. 9: Backup VM Throughput

V. FUTUREENHANCEMENT & CONCLUSION

In this paper we are done with our main goal ofie@dhg
synchronization, mapping and load balancing between
VMware vCenter and data storage. In future ourgtiangll be
achieving more performance result i.e. less tintecfeation
of inverted load balance in data centers and foclssonizing
virtual machines. We worked on the following aspeand
results are shown above.

-Discovery and mapping of storage arrays, Monitprin

Storage.

- End-to-end discovery of VMs, ESX servers and rthei
Storage.

- Storage Provisioning and management for VMFS and
NFS.

- Fast clones of VMs with or without VMware View
integration.

- VM Backup recovery.

- Automated virtual infrastructure reporting.

- Mass replication of VMs at a data store level.
- Integration with security software.
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