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Abstract— The design of an agile data center with integrated 

server and storage virtualization technologies. Datacenters 
became an optimal solution for business customers to maintain 
and promote their business needs to clients via internet. Now 
days the virtual computing allows the business customer to scale 
up and down their resource usage based on needs. In order to 
achieve resource multiplexing in virtual computing, recent 
researches were introduced dynamic resource allocation 
through virtual machines. Existing dynamic approaches 
followed unevenness procedures to allocate the available 
resources based on current workload of systems. Unexpected 
demand for huge amount of resources in future may cause 
allocation failure or system hang problem. In this paper we 
present a Survey on Virtualization: Integration and Load 
Balancing in Data Centers new systematic approach to predict 
the future resource demands of VMM from past usage. This 
approach uses the resource prediction algorithm to estimate 
future needs to avoid allocation failure problem in virtual 
machine management.  We evaluate our system on a range of 
synthetic and real data center testbeds comprising of VMware 
ESX servers. 
 

Index Terms—Load Balancing, Data centers, Cloud storage, 
dynamic resource allocation  
 

I. INTRODUCTION 

  Virtual machine (VM) states that activities, availability 
and performance issues place great demand on a storage 
infrastructure. So administrators need to understand the most 
critical data center storage virtualization considerations are  

A. Storage performance: 

 Today, administrators can select from many different 
shared storage platforms, such as iSCSI, Fibre Channel, 
network-attached storage and Fiber Channel over Ethernet. 
Each of these platforms works fine in a virtual environment 
but offers radically different scalability, performance, 
availability and capacity characteristics [1]. 

Storage performance is usually considered among equals 
because multiple VMs residing on a physical host have 
considerable storage bandwidth requirements. A virtualized 
server hosting 10 VMs, for example, needs to load all 10 VMs 
from storage, to periodically snapshot the current state of each 
VM and to provide the VM data to users [1]. 

 
 

B. Integration with backup and disaster plans:  

Storage systems are backed up and protected with some 
manner of disaster recovery (DR) planning. Any new storage 
implementation should be fully compatible with existing 
backup and DR software, such as local snapshot and remote 
replication tools. If not, the new storage setup may force 
changes (and possibly introduce errors) to the existing data 
protection scheme or add additional tools that unnecessarily 
complicate data protection. Lab testing can usually confirm a 
storage system's compatibility [1]. 

C. Ensure redundant storage access: 

Storage disruptions can have devastating consequences on 
a virtualized data center. When a traditional server is 
disrupted, usually one application is affected. But when a 
server with 10 or 20 virtualized workloads is disrupted, it 
affects far more business applications and users [1]. 

D.  Energy-efficient storage: 

The energy needed to run larger-capacity and 
higher-performance storage systems means a larger total cost 
of ownership. Consider more energy-efficient storage 
systems, which provide more input/output operations per 
second and bandwidth per watt of energy for active data. 
Energy-efficient storage should also provide more capacity 
per watt for inactive (e.g., archived) data. Achieving more 
energy-efficient storage is usually accomplished through a 
combination of controller designs and disk 
capacity/performance tradeoffs [1]. 

E. Virtualization and server management 

A perpetual challenge with virtualization is the abstraction 
layer that separates a logical workload from its underlying 
hardware. It’s almost impossible to tell which physical server 
is running each virtual workload, which makes it far more 
difficult to intuitively optimize and troubleshoot the virtual 
environment [1]. 

II.  RELATED WORK 

Computing in VM is an emerging computing technology 
that is rapidly consolidating itself as the next big step in the 
development and deployment of an increasing number of 
distributed applications [1][2]. 

 Cloud computing nowadays becomes quite popular among 
a community of cloud users by offering a variety of resources. 
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Cloud computing platforms, such as those provided by 
Microsoft, Amazon, Google, IBM, and Hewlett-Packard, let 
developers deploy applications across computers hosted by a 
central organization. These applications can access a large 
network of computing resources that are deployed and 
managed by a cloud computing provider [1]. 

In cloud platforms, resource allocation (or load balancing) 
takes place at two levels. First, when an application is 
uploaded to the cloud, the load balancer assigns the requested 
instances to physical computers, attempting to balance the 
computational load of multiple applications across physical 
computers. Second, when an application receives multiple 
incoming requests, these requests should be each assigned to a 
specific application instance to balance the computational 
load across a set of instances of the same application. For 
example, Amazon EC2[3] uses elastic load balancing (ELB) 
to control how incoming requests are handled. Application 
designers can direct requests to instances in specific 
availability zones, to specific instances, or to instances 
demonstrating the shortest response times. 

Elnozahy et al. [6] have investigated the problem of power 
efficient resource management in a single web-application 
environment with fixed SLAs (response time) and load 
balancing handled by the application. As in [8], two power 
saving techniques are applied: switching power of computing 
nodes on/off and Dynamic Voltage and Frequency Scaling 
(DVFS). The main idea of the policy is to estimate the total 
CPU frequency required to provide the necessary response 
time, determine the optimal number A. However, the 
transition time for switching the power of a node is not 
considered. Only a single application is assumed to be run in 
the system and, like in [10], the load balancing is supposed to 
be handled by an external system. The algorithm is 
centralized that creates an SPF and reduces the scalability. 
Despite the variable nature of the workload, unlike [11], the 
resource usage data are not approximated, which results in 
potentially inefficient decisions due to fluctuations. Nathuji 
and Schwan [7] have studied power management techniques 
in the context of virtualized data centers, which has not been 
done before.  

Besides hardware scaling and VMs consolidation, the 
authors have introduced and applied a new power 
management technique called “soft resource scaling”. The 
idea is to emulate hardware scaling by providing less resource 
time for a VM using the Virtual Machine Monitor’s (VMM) 
scheduling capability. The authors found that a combination 
of “hard” and “soft” scaling may provide higher power 
savings due to the limited number of hardware scaling states. 
The authors have proposed an architecture where the resource 
management is divided into local and global policies. At the 
local level the system leverages the guest OS‟s power 
management strategies. However, such management may 
appear to be inefficient, as the guest OS may be legacy or 
power unaware. 

The provision of resource may be made with various 
virtualization techniques. This may ensure a higher 
throughput and usage than the existing cloud resource 
services. The future work is required to deals with the 
evolutionary techniques that will further result in better 
resource allocation, leading to improve resource utilization. 

These resource allocation strategies have the following 
limitations.  

a) Since users rent resources from remote servers for their 
purpose, they don’t have control over their resources.  

b) Migration problem occurs, when the users wants to 
switch to some other provider for the better storage of their 
data. It’s not easy to transfer huge data from one provider to 
the other.  

c) More and deeper knowledge is required for allocating 
and managing resources in cloud, since all knowledge about 
the working of the cloud mainly depends upon the cloud 
service provider.  
Hence the existing systems are has the limitations as 
migration of resources, overloading at server and migrates 
only working set of an idle VM. To overcome from these 
limitations this paper presents skewness algorithm which uses 
green computing technologies and load prediction algorithm 
which uses past resource usage to predict the resources for 
present working environment. 

III.  SYSTEM DESIGN 

A.  System architecture  

The proposed system presents the design and implementation 
of an automated resource management system that achieves a 
good balance. The proposed system makes the following 
three contributions:  

a) Develops a resource allocation system that can avoid 
overload in the system effectively while minimizing the 
number of servers used.  

b) Introduces the concept of “skewness” to measure the 
uneven utilization of a server. By minimizing skewness, thus 
we can improve the overall utilization of servers in the face of 
multi-dimensional resource constraints. 

c)Designs a load prediction algorithm that can capture the 
future resource usages of applications accurately without 
looking inside the VMs. The algorithm can capture the rising 
trend of resource usage patterns and help reduce the 
placement churn significantly.  

 
Fig 1: System architecture 
 

The Fig.1 represents the architecture of the dynamic 
resource allocation for cloud computing environment, which 
consists of N servers each server consists of two virtual 
machines(VM) those are connected to the VM scheduler is 
connected to the internet to distribute the resources 
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dynamically to the clients ,the clients are accessing resources 
through the internet. Virtual machine (VM) is a software 
implementation of computing environment in which 
operating system or program can be installed and run. The 
VM Scheduler is invoked periodically and receives the 
resource demand history of VMs, the capacity and the load 
history of server, and the current layout of VMs on servers. 

The Fig.1 represents the Dataflow Diagram of An 
Integration and Load Balancing in Data Centers Using 
Virtualization. 

   
Fig. 2: Dataflow Diagram 

 

B.  Mapping Algorithm 

 
Fig. 3: Mapping Algorithm 

 

The paper introduces the concept of mapping algorithm in 
fig. 3 to quantify the unevenness in the utilization of multiple 
resources on a server. By minimizing the sync inventory, we 
can combine different types of workloads nicely and improve 
the overall utilization of server resources. 

C.  Load Balancing Algorithm   

Load balancing ensures that data stores in a data store 
cluster do not exceed their configured thresholds as space 
consumption and IO loads change during runtime. Unlike 
DRS, which minimize the resource usage deviation across 
hosts in a cluster, Storage DRS is driven by threshold trigger. 
Its load balancing mechanism moves VMs out of only those 
data stores, which exceed their configured threshold values. 
Figure 4 gives the outline of load balancing as used by 
Storage DRS. For each pass of Storage DRS, the algorithm is 
invoked first for data stores that exceeded their space 
threshold and later for those violating IO threshold, 
effectively fixing space violations followed by IO violations 
in the data store cluster. 

 
Fig. 4: Load Balancing Algorithm 

D. Results and Case Studies 

This section presents workload characterization results, 
describes several View Planner use cases, and presents 
associated results. 

IV.  MANAGEMENT NETWORK BANDWIDTH :  

In NBD/NBDSSL mode, backup data is transmitted over 
the management network. The management network 
bandwidth can be a limiting factor when backup workload 
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increases. In our test environment, the management network 
is 10GbE. Figure 5 clearly illustrates that the aggregated 
backup throughput can exceed the bandwidth of a 1GbE 
network. Figure 6 shows network throughput during a backup 
job of four virtual machines. Therefore, when using the 
NBD/NBDSSL transport mode for backup, it is necessary to 
estimate backup workload and allocate sufficient bandwidth 
to the management network.  

 
Fig. 5:  Network throughput 

 

A. CPU and Memory Utilization in Hotspot Mode: 

  
When backing up virtual machines in the same Virtual 

SAN cluster by using SCSI Hotspot, the vSphere Data 
Protection Advanced appliance consumes more CPU and 
memory as compared to backing up across clusters by using 
NBDSSL. Moreover, as backup workload increases, memory 
and CPU utilization rise more rapidly. In our testing, when 
backup throughput exceeds 174MB/sec, the ESXi host’s 
entire CPU capacity is consumed by the virtual appliance. 
However, Figure 8 demonstrates that vSphere Data Protection 
Advanced can continue delivering higher throughput even 
though CPU is fully utilized, which suggests that backup is 
very CPU intensive in Hotspot mode. If not controlled, 
vSphere Data Protection Advanced can consume all available 
CPU resources the recommendation is to create separate 
resource pools for the production virtual machines and the 
vSphere Data Protection Advanced virtual appliance, 
combined with shares to prioritize production workload over 
backup workload during resource contention. 

 
Fig. 6: Memory Utilization 

B. Transport Mode  

Concurrent backup improves overall backup throughput. A 
backup proxy is allocated for each virtual machine being 
backed up. vSphere Data Protection Advanced can back up 
eight virtual machines simultaneously, so if more virtual 
machines are selected for backup, the remaining ones will be 
queued. As many as 10 vSphere Data Protection Advanced 
appliances can be deployed to a vCenter Server environment 
when needed to increase concurrency. Figure 7 illustrates that 
there are four proxies in a backup job of four virtual 
machines. 

 

 
Fig. 7: Back up Proxies 

 
Fig. 8: Disk level throughput 

C. Backup Concurrency  

vSphere Data Protection Advanced overall backup 
throughput increases as the number of virtual machines to be 
backed up increases. Under the same backup workload, 
aggregated backup throughput is higher in Hotspot mode than 
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in NBD/NBDSSL mode, as shown in Figure 9. 

 
Fig. 9: Backup VM Throughput 

V. FUTURE ENHANCEMENT &  CONCLUSION 

In this paper we are done with our main goal of achieving 
synchronization, mapping and load balancing between 
VMware vCenter and data storage. In future our target will be 
achieving more performance result i.e. less time for creation 
of inverted load balance in data centers and for synchronizing 
virtual machines. We worked on the following aspects and 
results are shown above. 

-Discovery and mapping of storage arrays, Monitoring 
Storage. 

- End-to-end discovery of VMs, ESX servers and their 
Storage. 

- Storage Provisioning and management for VMFS and 
NFS. 

- Fast clones of VMs with or without VMware View 
integration. 

- VM Backup recovery. 
- Automated virtual infrastructure reporting. 
- Mass replication of VMs at a data store level. 
- Integration with security software. 
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