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Abstract— Distributed Storage is a service where data is
remotely maintained, managed and backed up. Whenevelata
is broadcast to the network for communication, it § routed to
the server for storage. But accumulating the existig data
repeatedly will cause the server to overload andagls to increase
in the need of the data storage servers and furtheincreases
latency during data retrieval. Hence in order to oercome this
issue, whenever the data is uploaded to the servérwill be
compared with the existing data in the server andfithe data
exists previously, an additive implication is explibed to locate
and retrieve the respective data. The additive impdation
resolves the issue of redundancy and helps in effiot access of
data. This paper proposes an Efficient Hash-Based dia
De-Duplication approach in Storage System which avids the
replication of data in the server and also providesn effective
way of accessing the data with reduced latency theby
guaranteeing the content delivery efficiently at tle other end.
The proposed Hash-Based Data De-Duplication technigu
spawns the unique identification which encountershie existence
of data and the further analysis of data profound educes the
collision effect.

Index Terms— Data De-Duplication, Hash-based data
De-Duplication, Large scale distributed storage.

I. INTRODUCTION
In computing, a data server or file server isomputer

attached to a network meant for providing a loaatio

for shared disk access, i.e. shared storage of wemfiles
such as documents, sound files, photographs, mawiages,
databases, etc., that can be accessed via wiokst#tat are

attached to the same computer network. The largde sc

distributed data servers are designed primarigniable data

storage and data retrieval and at the same time t

computation task is also conceded out by the watiksts.
Due to increase in redundant data exponentiallgues
related to the storage space, effective retriemdl @etwork
complexity are augmented. Data de-duplication s ofithe
important data compression techniques for elimngati
duplicate copies of repeating data, and has bedelywused
in cloud storage to reduce the amount of storageesand
save bandwidth [4]. In

14

de-duplication technique is carried out during tierage
process in the server, after undergoing many psoeegiired
before storage which is time consuming. The above
mentioned issue has been overcome in the propggedach
where the data de-duplication is carried during dpéad
process in the storage server. Thus, the propofieteet
hash based data de-duplication approach, reduespéte in
storage system by eliminating the redundant datstdrage
system.

The remaining section of the paper is organizefdlasvs:
Section 2 summarizes the related work and problem
statement. Section 3 describes the proposed sysizael.
Section 4 illustrates the Hash based secure data
de-duplication approach and issues of the proposedel.
The performance evaluation of proposed model isvahio
Section 5 and finally draws conclusions at Secéion

. RELATEDWORK

The proposed hash-based data de-duplication agproa
has been developed with analysis of storage issues as
availability of redundant data in storage serv@rsreased
latency during data retrieval etc., which has beggressed in
[1], [3]. while a complete survey of data de-duation is
provided with encryption and decryption. The deltaion
is done with integration of files into useful resces that are
can be accessed via centralized management
virtualization [2] help to set the goal of proposedrk. The
idea of Authorized duplicate check scheme incursinml
overhead compared to convergent encryption andfeahas
Eeen mentioned in [4] which gives an idea aboutidation

fleck in storage server. Data consistency in pedace
oriented De-duplication [8] furnishes an idea abtig
referenced data be reliably stored on disks anddlyedata
structures not to be lost in case of a power failttowever,
not a large amount of work has yet been done toesdchash
based data de-duplication and its associated issues

and

the existing approach data
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. SYSTEMMODEL

account to manage the files. The files are spettifeach user.

Fig. 1 shows the architecture diagram of the pregos Similar files are shared but a hashing algorithnused to
model. The operations are performed in order toicavocompare and differentiate files of different usseparate file

redundant data in the storage system.

User

comparison algorithms are developed for text arat@rfiles.
The Hash based file existence algorithm ensurest thea
uploaded file is existed in the database. The coispa is
done with the new generated hash value and exisistl
value hoarded in the log entries.

B. File Existence Algorithm

This algorithm ensures that the uploaded file istang or
not, by means of comparing the generated hash vathéhe
stored hash value in the storage server. If haksleallides,
the individual files are compared by using sepaffdee
comparison algorithms. After the contents are caegbahe
result is passed out to data storing algorithm hdvethe file is
similar or not.

FileExist (inputFile , inputHash)
FilelDs[ ]=hashTable(inputHash);

for FilelD in FilelDs[ ] do

if( compare (inputFile , File. FilelD )

return FilelD ; //returns Existing file_id

return DOESN'T_EXIST,; //returns NULL if doesn’is#x

Data Uplaad Datz Retriaval
Storazz Sarvice Provider
Hash Generator Encryption (S5L TLS)
(SHAY) * *
New Fila
File Fxistence —+ Diata Storinz Alzosithm
Alzorithm
FilzExist
Database @ i
1.Fils ID
2.Fils Nams Lagz Seala Btops:
3 Hash_Value
4Link D

Fig. 1. Hash Based Data De-duplication Model

END
C. Data Storing Algorithm

The data storing algorithm decides the storing pathe

In this model, when a user uploads the file thgroposed work. This ensures whether the uploadetidis to

corresponding hash value is generated using SHA3I® pe saved in the repository or it is sufficientitkithe 1d for
file is stored in the large scale distributed sgeraervers. If e file. Hence the two users will share the saiteetirough

the other user attempts to upload the same fitehétsh value |ink pent. When one user edits the already stohedes! file
generated by the file remains the same. In thig,d&sk iS  {hen a new file is created for that user.

created for file located in the storage systemughowhich 'n'

users can access the same file and thus shrinlspéoe in a
database and increases the efficiency by meansuick g
processing.

DataStoring (inputFile , inputHash)

FilelD = FileExist (inputFile , inputHash);

if (FileID == NULL)

inputFile.Link_ID=NULL;

LOAD(inputFile); //Stores File in Repository
UPDATE DB; //Updates DB

else

inputFile.Link_ID = FilelD ;

/[Updates DB alone

IV. HASHBASED DATA DE-DUPLICATION

The proposed efficient hash based data de-dupitati
approach in large scale storage servers is designea on
commodity hardware. The proposed model decreases th UPDATE DB;
space consumption and increases the efficiendyeo$torage END
system. This system performs two different taskassive
data storage and fast processing. The succeed esoofuthe
proposed model performs the crucial part of theirggothe
data in the storage server. Similar content of daéa or
images in pixels are identified at the initial gtaand the link
has been generated else differentimages or distagleaded
on the already existed name of the file then thidliob occurs
between the two data.

V. IMPLEMENTATION RESULTS

The experiments were carried out in large scaliibliged
system. In our experiment, hundreds of file hashgsoaded
in the storage system. Once the file is uploadietext file
or image file the hash value is generated for didelso that
the comparison between new file and existing flanade

which is shown in Fig. 2 and Fig. 3.
A. User Specific File Management and Hash Generator

In this module, the various user management tasks a
performed. This includes the user login, data aingsdata
deleting etc., A user can register themselves agi lusing
their credentials. Once the user logs in he/sheusantheir
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Fig. 3. Generation of Hash Value for Image File by many user simultaneously

The proposed hash based data de-duplication hses t
technique prior to the data residing in the storags&tem
henceforth it takes minimal time to retrieve th¢adtom
storage system.

The duplicate file of a content will not get uplealdto the
storage server, instead, it will be presented thiéhuploaded
name and a link will be set to the original fileialnis shown
in Fig. 4.

VI. CONCLUSION

In this paper, the approach of hash-based data
de-duplication is constructed to discharge the mddunt data
in the storage system. This proposed work preghptslata
. . storage with the efficient way of handling and ntaiiming the
Uploaded File Details data with no placing of the duplicate content ie tratabase
server. Hence, formerly the file content will g&dred in the
database regardless how many times when a useaangeo

Project  Home

We wilnotnserte Wil change your Path upload the same content with diverse name. Thus,
accumulating the content of the file at once in sharage
Fig. 4. Comparison of File with Hash value results in an effective way of using the storagstesy.

Henceforth, the data content of the file will alsohashed and
so the hashed value has been used for substamtigin
Project  Home existence of the file. The future work will be ireptented
towards the different formats of data like audi@eo file
etc., thus in turn reflects with more efficient wafyusage of
. . storage space in the servers for accumulatingube folume
Uploaded File Details of data.
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