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Abstract—In the wireless mobile ad-hoc networks there is no 

fixed topology due to the mobility of nodes, interference, 

multipath propagation and path loss. Hence a dynamic routing 

protocol is needed for these networks to function properly. The 

routing in a wireless mobile ad-hoc networks create issues in the 

learning frameworks and routing in an opportunistic context. To 

overcome the issues, we propose the distributed adaptive 

opportunistic routing scheme for multihop wireless ad hoc 

networks.  In this scheme, a reinforcement learning framework 

to opportunistically route the packets is going to utilizes even in 

the absence of the reliable knowledge about the channel statistics 

and network model. This scheme is shown to be optimal with 

respect to an expected average per-packet reward criterion. The 

proposed routing scheme jointly addresses the issues of learning 

and routing in an opportunistic context, where the network 

structure is characterized by the transmission success 

probabilities. Particularly this work leads to the stochastic 

routing scheme and that optimally explores and exploits the 

opportunities in the wireless networks. 
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I. INTRODUCTION 

 

In day today life popularity of mobile networks is goes on 

increasing and it is an imperative ad hoc networks support 

quality of services for the real time traffic. In the wireless 

networks, routing protocols does not consider network 

parameters other than the shortest path for routing decisions. 

Recently [30], a number of routing protocols have been 

proposed for mobile ad hoc networks, as part of the Defense 

Advanced Research Project Agency’s (DARPA) Global 

Mobile (GloMo) program and the Internet Engineering Task 

Force (IETF) Mobile Ad hoc Network (MANET) working 

group. These protocols generally fall into one of two 

categories: proactive or reactive. Proactive routing attempts to 

maintain optimal routes to all destinations at all times, 

regardless of whether they are needed. To support this, the 

routing protocol propagates information updates about a 

network’s topology throughout the network. In contrast, 

reactive or on-demand routing protocols determine routes to 

given destinations only when there is data to send to those 

destinations. Opportunistic routing is one of the important 

routing for the multihop wireless ad hoc networks. The 

researchers found that it is used to overcome the deficiencies 

of conventional routing as applied in the wireless settings. In 

the wireless networks, the conventional routings finds only a 

fixed path along which the packets are forwarded. So that the 

conventional routings fails to take advantages of the broadcast 

nature and opportunities provided by the wireless medium and 

result in unnecessary packet retransmissions. The 

opportunistic routing decisions, in contrast, are made in an 

online manner by choosing the next relay based on the actual 

transmission outcomes as well as a rank ordering of 

neighbouring nodes.  

Opportunistic routing mitigates the impact of poor wireless 

links by exploiting the broadcast nature of wireless 

transmissions and the path diversity. The authors in [1] and [6] 

provided a Markov decision theoretic formulation for 

opportunistic routing. In particular, it is shown that the 

optimal routing decision at any epoch is to select the next 

relay node based on a distance-vector summarizing the 

expected-cost-to-forward from the neighbors to the destination. 

This “distance” is shown to be computable in a distributed 

manner and with low complexity using the probabilistic 

description of wireless links. The study in [1] and [6] provided 

a unifying framework for almost all versions of opportunistic 

routing such as SDF [2], Geographic Random Forwarding 

(GeRaF) [3], and ExOR [4], where the variations in [2]–[4] 

are due to the authors’ choices of cost measures to optimize. 

For instance, an optimal route in the context of ExOR [4] is 

computed so as to minimize the expected number of 

transmissions (ETX), while GeRaF [3] uses the smallest 

geographical distance from the destination as a criterion for 

selecting the next-hop. 

 

The opportunistic algorithms proposed by the researcher for 

the wireless networks. It is depends on the precise 

probabilistic model of wireless connections and local topology 

of the network. However this algorithm based on the 

probabilistic models, it should be “learned” and “maintained” 

by practically. In other words, a comprehensive study and 

evaluation of any opportunistic routing scheme requires an 

integrated approach to the issue of probability estimation. 

Authors in [8] provide a sensitivity analysis for the 

opportunistic routing algorithm given in [6]. However, by and 

large, the question of learning/estimating channel statistics in 

conjunction with opportunistic routing remains unexplored. 
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In this paper, we mainly focus on the issues of 

opportunistically routing packets in a wireless multihop 

network. The problems in the networks are, when zero or 

erroneous knowledge of transmission success probabilities 

and network topology is available. By using the reinforcement 

learning framework, we approach our works to propose a 

distributed adaptive opportunistic routing algorithm (d-

AdaptOR). This routing algorithm that minimizes the 

expected average per-packet cost for routing a packet from a 

source node to a destination. This is achieved by both 

sufficiently exploring the network using data packets and 

exploiting the best routing opportunities. 

The advantages of our proposed algorithm when it is 

compared to the ordinary conventional routing algorithm, 

reinforcement learning framework are a low-complexity, low-

overhead, distributed asynchronous implementation. The 

significant characteristics of d-AdaptOR are that it is oblivious 

to the initial knowledge about the network, it is distributed, 

and it is asynchronous 

The main contribution of this paper is to provide an 

opportunistic routing algorithm that: 1) assumes no 

knowledge about the channel statistics and network, but 2) 

uses a reinforcement learning framework in order to enable 

the nodes to adapt their routing strategies, and 3) optimally 

exploits the statistical opportunities and receiver diversity.  

The rest of the paper is organized as follows. In Section II, 

we discuss about the related work of the routing algorithm. In 

Section III formally introduces our proposed adaptive routing 

algorithm, d-AdaptOR. In Section IV we summarize about the 

algorithm used for simulation. In Section V, we present the 

full simulation study of the d-AdaptOR. Finally, we conclude 

the paper and discuss future work in Section VI. 

 

II. RELATED WORKS 

In this section, we briefly discuss the works which is 

similar techniques as our approach but serve for different 

purposes. 

Jae-Hwan Chang and Leandros Tassiulas [30], in an ad-hoc 

network of wireless static nodes is considered as it arises in a 

rapidly deployed, sensor based, monitoring system. 

Information is generated in certain nodes and needs to reach a 

set of designated gateway nodes. Each node may adjust its 

power within a certain range that determines the set of 

possible one hop away neighbours. Traffic forwarding through 

multiple hops is employed when the intended destination is 

not within immediate reach. The nodes have limited initial 

amounts of energy that is consumed in different rates 

depending on the power level and the intended receiver. We 

propose algorithms to select the routes and the corresponding 

power levels such that the time until the batteries of the nodes 

drain-out is maximized. The algorithms are local and 

amenable to distributed implementation. When there is a 

single power level, the problem is reduced to a maximum flow 

problem with node capacities and the algorithms converge to 

the optimal solution. When there are multiple power levels 

then the achievable lifetime is close to the optimal (that is 

computed by linear programming) most of the time. It turns 

out that in order to maximize the lifetime, the traffic should be 

routed such that the energy consumption is balanced among 

the nodes in proportion to their energy reserves, instead of 

routing to minimize the absolute consumed power. 

David B. Johnson and David A. Maltz [31], this paper 

presents a protocol for routing in ad hoc networks that uses 

dynamic source routing. The protocol adapts quickly to 

routing changes when host movement is frequent, yet requires 

little or no overhead during periods in which hosts move less 

frequently. Based on results from a packet-level simulation of 

mobile hosts operating in an ad hoc network, the protocol 

performs well over a variety of environmental conditions such 

as host density and movement rates. For all but the highest 

rates of host movement simulated, the overhead of the 

protocol is quite low, falling to just 1% of total data packets 

transmitted for moderate movement rates in a network of 24 

mobile hosts. In all cases, the difference in length between the 

routes used and the optimal route lengths is negligible, and in 

most cases, route lengths are on average within a factor of 

1.01 of optimal. 

Krishna Gorantala[32], the purpose of the routing protocols 

is to study, understand, analyze and discuss two mobile ad-

hoc routing protocols DSDV and AODV where the first one is 

a proactive protocol depending on routing tables which are 

maintained at each node. The other one is a reactive protocol, 

which finds a route to a destination on demand, whenever 

communication is needed. Considering the bandwidth, 

throughput and packet loss, in both DSDV and AODV routing 

protocols, DSDV is best suited for only smaller networks and 

AODV is suited for general Ad-hoc networks. 

Yu-Liang Chang and Ching-Chi Hsu [33], a network 

environment an adaptive approach for routing management 

will be proposed in this paper. In this approach, at first the 

network infrastructure is constructed by several 

communication groups, which are called routing groups. A 

routing group communicates with other routing groups via the 

boundary mobile hosts as forwarding nodes. In a routing 

group the mobile hosts are divided, by means of the 

dominating values, into two groups – one positive cluster and 

several non-positive clusters. The nodes in the positive cluster 

maintain the topology information of the routing group. Under 

such a construction environment, intra-group routing performs 

uni-casting and gets multiple paths, while inter-group routing 

performs on group level by propagating the route requests to 

the boundary clusters, which are called bridge clusters. This 

routing scheme massively reduces the message complexity 

that is especially important for system performance under 

such a resource constraint environment. 

This paper [34], describes a recent simulation-based 

evaluation of several uni-cast routing protocols tailored 

specifically for mobile ad hoc networks1. Four protocols were 
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evaluated: the Wireless Internet Routing Protocol (WIRP), a 

Link State (LS) algorithm with constrained LS updates, a 

Distance Vector variant of WIRP, and Temporally Ordered 

Routing Algorithm (TORA). The goal was to determine how 

well these routing protocols worked in specific tactical 

conditions, supporting a given mix of traffic. Factors varied 

included tactical scenario, network size, and loading. Tactical 

scenario included different connectivity’s (e.g., “dense” 

versus “sparse”) and link fluctuation rates (e.g., “high” versus 

“low”). Metrics collected included average end-to-end delay 

per application, path length, total efficiency, and fraction of 

user messages received. We found that certain protocols 

performed better in densely connected networks than in 

sparser networks (e.g., TORA), while some performed better 

in sparser networks (e.g., LS). One protocol, WIRP, 

performed well in both types of networks over the scenarios 

evaluated. Several remaining issues and areas for continued 

research are identified. 

Amin Vahdat and David Becker [35], in this work, we 

develop techniques to deliver messages in the case where 

there is never a connected path from source to destination or 

when a network partition exists at the time a message is 

originated. To this end, we introduce Epidemic Routing, 

where random pair-wise exchanges of messages among 

mobile hosts ensure eventual message delivery. The goals of 

Epidemic Routing are to: i) maximize message delivery rate, ii) 

minimize message latency, and iii) minimize the total 

resources consumed in message delivery. Through an 

implementation in the Monarch simulator, we show that 

Epidemic Routing achieves eventual delivery of 100% of 

messages with reasonable aggregate resource consumption in 

a number of interesting scenarios. 

In doing so, we build on the Markov decision formulation 

in [6] and an important theorem in Q-learning proved in [9]. 

There are many learning-based routing solutions (both 

heuristic and analytically driven) for conventional routing in 

wireless or wired networks [10]–[15]. None of these solutions 

exploits the receiver diversity gain in the context of 

opportunistic routing. However, for the sake of completeness, 

we provide a brief overview of the existing approaches. The 

authors in [10]–[14] focus on heuristic routing algorithms that 

adaptively identify the least congested path in a wired network. 

If the network congestion, hence delay, were to be replaced by 

time-invariant quantities, the heuristics in [10]–[14] would 

become a special case of d-AdaptOR in a network with 

deterministic channels and with no receiver diversity. In [15], 

analytic results for ant routing are obtained in wired networks 

without opportunism. Ant routing uses ant-like probes to find 

paths of optimal costs such as expected hop count, expected 

delay, and packet loss probability. This dependence on ant-

like probing represents a stark difference with our approach 

where d-AdaptOR relies solely on data packet for exploration. 

 

 

 

III. PROPOSED WORK 

 

In this paper, we mainly focus on the issues of 

opportunistically routing packets in a wireless multihop 

network. The problems in the networks are, when zero or 

erroneous knowledge of transmission success probabilities 

and network topology is available. By using the reinforcement 

learning framework, we approach our works to propose a 

distributed adaptive opportunistic routing algorithm (d-

AdaptOR). This routing algorithm that minimizes the 

expected average per-packet cost for routing a packet from a 

source node to a destination. This is achieved by both 

sufficiently exploring the network using data packets and 

exploiting the best routing opportunities. 

The advantages of our proposed algorithm when it is 

compared to the ordinary conventional routing algorithm, 

reinforcement learning framework are a low-complexity, low-

overhead, distributed asynchronous implementation. The 

significant characteristics of d-AdaptOR are that it is oblivious 

to the initial knowledge about the network, it is distributed, 

and it is asynchronous 

The main contribution of this paper is to provide an 

opportunistic routing algorithm that: 1) assumes no 

knowledge about the channel statistics and network, but 2) 

uses a reinforcement learning framework in order to enable 

the nodes to adapt their routing strategies, and 3) optimally 

exploits the statistical opportunities and receiver diversity.  

IV. SIMULATION WORKS/RESULTS 

We have simulated our system in Java. We implemented 

and tested with a system configuration on Intel Dual Core 

processor, Windows XP and using Netbeans 7.0. We have 

used the following modules in our implementation part. The 

details of each module for this system are as follows. We have 

implemented and tested with the 4 modules: 

Initialization stage 

We consider the problem of routing packets from a source 

node o to a destination node d in a wireless ad-hoc network of 

d + 1 nodes denoted by the set  = fo; 1; 2; : : : ; dg. The time is 

slotted and indexed by n _ 0 (this assumption is not 

technically critical and is only assumed for ease of 

exposition). A packet indexed by m _ 1 is generated at the 

source node o at time _m s according to an arbitrary 

distribution with rate _ > 0. 

Transmission Stage 

We assume a fixed transmission cost ci > 0 is incurred upon 

a transmission from node i. Transmission cost ci can be 

considered to model the amount of energy used for 

transmission, the expected time to transmit a given packet, or 

the hop count when the cost is equal to unity. 

Acknowledgement Message Passing 

We discriminate amongst the termination events as follows: 

We assume that upon the termination of a packet at the 

destination (successful delivery of a packet to the destination) 

a fixed and given positive reward R is obtained, while no 
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reward is obtained if the packet is terminated (dropped) before 

it reaches the destination.  

Relay Stage 

Given a successful transmission from node i to the set of 

neighbor nodes S, the next (possibly randomized) routing 

decision includes 1) retransmission by node i, 2) relaying the 

packet by a node j 2 S, or 3) dropping the packet all together. 

If node j is selected as a relay, then it transmits the packet at 

the next slot, while other nodes k 6= j; k 2 S, expunge that 

packet. We define the termination event for packet m to be the 

event that packet m is either received by the destination or is 

dropped by a relay before reaching the destination. 

 

V. CONCLUSION AND FUTURE WORKS 

In this paper, we proposed the d-AdaptOR, a distributed, 

adaptive, and opportunistic routing algorithm whose 

performances are shown through the practically and optimal 

with zero knowledge regarding network topology and channel 

statistics. Under certain idealized assumptions, d-AdaptOR is 

achieved the performance of an optimal routing with perfect 

and centralized knowledge about network topology.  The d-

AdaptOR performance is measured in terms of the expected 

per-packet reward. We also shown that d-AdaptOR allows for 

a practical distributed and asynchronous compatible 

implementation, whose performance was investigated via a 

detailed set of QualNet simulations under practical and 

realistic networks. Simulations show that d-AdaptOR 

consistently outperforms existing adaptive routing algorithms 

in practical settings. 

The long-term average reward criterion investigated in this 

paper so that the short-term performance is ignored in the 

paper. The performance of the d-adaptOR overall is fine, but 

fails to provide a conclusive understanding of the short-term 

behaviour of d-AdaptOR. An important area of future work 

comprises developing adaptive algorithms that ensure optimal 

growth rate of regret. The design of routing protocols requires 

a consideration of congestion control along with the 

throughput performance closely related issue. Incorporating 

congestion control in opportunistic routing algorithms to 

minimize expected delay without the topology and the channel 

statistics knowledge is an area of future research. 
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