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Abstract—We present different visual attention based salidgn
object detection methods for effectively detectingobject in
structured environment. Human brains pay more attertion
towards some important part of image sequences. Thes
attentions are extraordinary fast and realistic one Computation
of such salient object detection like intelligencbehavior is very
difficult task for implementation. We plan to explore the area of
computer vision to create a study of salient objectletection
models based on visual attention. The problems of sual
attention based salient object detections are maiplstudied by
researchers include neural system, physiology; comter vision
etc has received much attention over the past fewegrs. There
are wide ranges of applications in salient objectetections like
traffic rule violation detection, object tracking and security
surveillances, human action prediction recognitionetc. Recent
studies demonstrated that it can also be applied imobotic
navigation as well in different perspective and olgct detection
in multi dimensional space together with cues for timan activity
recognition and event understanding.

Index Terms- observability; rarity; scene
spatiotemporal saliency detection; visual attentio.

analysis

I. INTRODUCTION

Visual saliency gives a specific subjective,

perceptual quality that makes the items in the renvhent
stand out from their neighborhood and immediatebgour

information, centre surround approach, or graphethas
operation with various visual features. Salientyaiframe
can be represented by saliency map, which is caadphy
normalization of previous stage with proper lin@arnon
linear combination. Final saliency of each imageebiis
given by master map or saliency map.

In visual saliency approach, that generally searche
for the identification of rare features. Temporaormation
must be considered along with spatial featureseémh and
every frame in a video. Hence the different methendslable
were studied and an overall view of the technicpfesalient
object detection based visual saliency with theérita and
demerits of each method were explored.

. COMPARATIVESTUDY

A. Object motion detection using information
theoretic spatio temporal saliency.

The paper of [chang liet al. (2009)] proposes
object motion detection based on saliency in aozi@alient
object from a video frame has been obtained usheg t
oncept of both information theory and informatsaliency
map(ISM). Selective attention and saliency is dioselated
to each other. Information theory will give the émse relation

attention even in the presence of complex backgtounyy gt the probability of occurrence of an evenhwétspect to

Modern attention theory explains saliency as seilect
attention. Each attention model gives verity ofinigbn for
saliency. Visual attention is unconsciously dribgriow level
features included in an image sequences like iitjens
color, orientation, motion features etc. The eRrgpti
approaches are mainly deals with bottom-up comiounait
model concepts. These models mainly consist obvatig
three stages. The first stage is feature extradtiom the
current frame, in which contrast, texture, orieinotatmotion
like visual features are extracted at differentescdNext stage
includes saliency computation based on either

information content in each frame. Both informatwontent
and occurrence of an event have equivalent impogtan
Saliencies in each pixel are represented by usiegaliency
map. Spatio temporal information saliency map cptee
have been used. In the paper, the author has dpagate
saliency for both static and temporal volume. Hjnal
dynamic fusion approach has to be adopted for figing
both saliencies together.
dimensionality reduction and kernel density estiaret have
been also used for constructing better informatahency

Sqlrﬁap. The ISM used for getting salient object frot® i

background.
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Occlusion effect, illumination problems, similagii
in colors are the challenges included in this wdRkliable
output is obtained without background subtraction.

B. A Linear Dynamical System Framework for
Salient Motion Detection

D. Regularized Feature Reconstruction for

Spatio-temporal Saliency Detection.

In the paper [Zhixiang Reret al, (2013)] has
proposed a method for salient object detectioméravork on
the basis of regularized feature reconstructionspatio

This paper [Viswanath Gopalakrishnan et al. (2012Yemporal volume. Most of the existing approachdivio

proposed a method for salient object from a videguences
has been detected by using the idea of obseryahiile the
frames are arranged as a linear dynamical systecording
to psychological concept, the abrupt stimuli magde to a
sudden and involuntary creation of attention. lis tivork
Salient motion under complex moving background teen
considered. The key concept of the paper is tHednae work

bottom-up visual information, whereas in this wotke
author trying to give the best salient region scdrding the
rest of the image regions. In videos, temporal rimfgtion
should be considered in addition to spatial infdiara For
temporal saliency, the author modeled the moveroktte
best salient patch as reconstruction image sequésce
considering the neighborhoods patches and coharetibn

for volumetric saliency with predictable motion andtrajectories model has been found by Laplacian shiog.

observability. Saliency map were constructed in &spects,
one from pixel level and another from region leveihal

saliency map is obtained by fusing both pixel aeglan level
saliency together. Multi input multi output
representation of frames has to be taken. Mostrealegion

For spatial saliency, most centre surround conteggbn has
been extracted by using same sparse reconstruciiaiel.
Finally, the spatial and temporal saliency are sechop and

basednormalized to obtain the redundant visual infororati

This work performs better by comparing all existing

from an image sequence is modeled by computingospatinsupervised methods. Regularized feature recatistnu

temporal patch between the highest groups of ougpets
with in a linear dynamic system frame work. Thelydduce a
distance measure for comparing the most relevaatiocsp
temporal patch with other existing approaches.

The main advantages of this methodology incluileges
not require any kind of background estimation anovidedge
of motion in a system. The linear dynamic system
computationally effective. In this work the authansider

method successfully worked on datasets of 1003aésag
E. Spatio-Temporal Saliency Based On Rare
Model.

In the paper [Marc Décombast al, (2008)] has
proposed to model a system for salient object tetebased
isn rare model. This work has been build up on tsisbof
RARE concept. Color, orientations, motion amplituated

only the dynamic part of the video instead of statidirections have been taken as the feature fomgettirgeted

information.

C. A Modd of Saliency Based Visual Attention on
Rapid Scene Analysis

The paper [Laurent Ittet al, (2011)] proposes a
practical method for salient object detection guidascenes.
Selective visual attention is responsible for oirevisual
information for recognizing a particular moving ebj even
in the presence of complex background that areiraomisly
changing. The author created a topographical masagrby
combining frame features in different scales. A aiyical
neural network is chosen for getting most visu@rdion area
thereby reducing saliency. This paper comes ot mginly
three steps. In First stage, filter the most vesitelatures in a
scene throughout by using linear filter. In secstadje, taking
center surround difference with normalization phae has
been done. Finally, results are joined togetherubing
accurate linear combination method. Each of thgestas
carried out in multiple scales. The problem ofesatliobject
detection has been done in computationally efficreanner
by analyzing the most salient region in each scene.

The main strength and limitations of the paper ar

the performance is well in natural scenes, whereas
unimplemented feature type these methods may Tdié
method quickly retrieves the salient object withritye of
colors, textures, and shapes.

salient object. There by adding dynamic featuresexisting
static features. All features have been computednirdti
scales, hence called multi scale rarity mechaniSpatio
temporal saliency map has been calculated sepanai@ider
to track the salient area. Temporal tracking haslzéso done
here for better salient area detection. Featuraetibn step is
the first stages followed by multi scale rarity rfagism.
Finally fusion is done by using linear combinatiom both
spatial and temporal saliency. Some weight ages baen
also added along with this fusion stage. After tHat
obtaining correct visual information temporal track has
been done.

This model has been efficiently computing in verity
classes of videos, containing any type of randortiano

In this study we have found that there are various
methods available currently that help in the dédecbof
salient object based on visual attention. It hasnbeoticed
that while dealing with video sequences with difar
%hallenges and issues, but we may have to compeamnishe
salient object detection from a video model. Alsovas
observed that while dealing with object detection,
background subtraction approach is need not bessane
Bottom- up approach was the primary approach usethé
salient object detection. lllumination conditiospeed of the

CONCLUSION
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moving objects, background cluttering, color simiilas etc
are the main challenging issues come under thensalbject
detection in majority of the works. The major gadlthe
salient object detection is to extract the mostuneldnt
attention area.

Based on the study we are proposing a new method
to detecting salient object from a sequence of andgat
would help in security surveillance, traffic contro
monitoring, museum monitoring, human action predict
robotic applications, night time indoor/outdoor ritoring,
smart room applications etc. In our method, a secpief
images collected from SLR/normal camera is takeimaist.
Temporal saliency will give the key idea for highsealient
motion patches by considering neighboring framdsreas
the static saliency check for whether the targdttpas
necessary for the current frame or not. From tlevalstudy,
local centre surround contrast has been succesgfiviing
the accurate salient detection region. That canesly
measure by reconstruction error.
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