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iris features are impossible to modify surgicallythout
Abstract— Iris recognition is a standout amongst the most unacceptable hazard to vision [4].

exact and high certainty for user verification tecimique that  The eye images taken in VW band show poor clarfty o
used today. The general purpose iris recognition sigm are of pattern present in iris where as eye imaging inrbyea

low speed and not portable. Hence there is a neealinake use of . f d(NIR) band sh t " iid
dedicated hardware for this. Most of the algorithmsof this infrared( ) band show up extravagantly compose,

system using MATLAB do not incorporate parallel processing ~Pattern. Becau-se of this reason, for all iris qfﬁt.ion
instead comes under sequential processing. In thergposed frameworks which are publicly deployed, the acdiaisi of
framework, image pre-processing, segmentation of is and eye images has done in the presence of NIR wawkléragnd

normalization carried out using MATLAB R2016a software. i.e.inthe electromagnetic spectrum NIR rangm_QOOnm‘
Feature exfraction using Ridge Energy Direction (RED) p 6 tg gpecialized conditions of imaging whichimés NIR

algorithm and feature matching using Hamming Distaice(HD) t feat f patt . firi "
is simulated using Xilinx ISE(14.7) design suit andynthesized spectrum, teatures o pafterns in range or Ins greally

on virtex-5 FPGA(XC5VLX110T) to achieve parallel pracessing ~ Visible and there is better contrast among scieis, pupil
and to improve the time delay. This methodology redted portions. Figure 1 shows the structure of iris digdre 2
reduction in number of device utilization on board and shows the eye image in NIR band.
simulation time delay of RED algorithm is 4.796 ps rad )
synthesized time delay of HD is 5.22ns. Hence acveel parallel
processing using verilog modelling.
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I. INTRODUCTION

collarette
The passwords which are utilized for identifioatproof,
to get access to some secured resources, cangudtéor, or
guessed. The biometrics give a contrasting optiothése
strategies. Popular biometric identification proolike
fingerprints which are used generally can be forgie
human face usually changes over a timeframe. Iris
identification is particular for any two persongdagven for
twins. Hence iris identification is popularly usedw a days
for security purposes. The unique pattern of iris remain
unchanged for most of human's lifetime, the adtjoirsof iris
images cannot be intrusive, hence Iris recognitisna
standout amongst the most exact and high certfontyser
verification technique.
The automated approach of iris recognition in idieattion
of biometrics uses computative pattern identifimati
technique on acquired images of irises from pesseyes and
the patterns inside irises are of complex strustwsble and
unique. The iris properties that improve its appistpness
for use in high certainty identification framewoikslude: (i)
Its protection and inherent isolation from the ads
environment. (ii) Its physiological reaction to Hig which
gives several characteristic tests against artéiue (iii) The

Figure 2: Eye image in NIR band

Most of the algorithms developed for iris recogmitiare on
the basis of time consuming sequential processEsIERg on
central processing units (CPUs). Therefore utilimatof
multi-processor stages is progressively embraaedyther
words FPGA could give good performance of companat
combinational, complex and configurable functioAs. a
reason of this FPGAs can be utilized as a partrisf i
recognition to enhance iris recognition processcetien by
parallel computing.

Il. PROPOSED RIS RECOGNITION FRAMEWORK

In the proposed framework, CASIA dataset hasnb
used for iris recognition, here the original eyeagm was
pre-sampled to (320x240) pixels to crop the unnequats
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of the eye image and to decrease the time of psoweduring

the pupil and iris boundaries detection[6]. Thege ienages
are in the .bmp file format and each eye imagéefile size

225KB. The proposed framework of iris recognitianas

presented in figure 3. It consists of four maj@pst they are
segmentation of iris, process of normalizationyaotion of

features and finally matching of templates[2].

Iris Segmentation
Normalization

{

Feature Encoding

Enrolmen

Authenticatiol
\V4

Feature Matching

Database

AV
Decision
Figure 3: Iris Recognition Framework
A. Iris Segmentation

For Iris localization, Richard Wildes[5] appah has
been used and it consists of 2 main algorithms ha@ED
algorithm and CHT.

The Flow chart of CED algorithm is as showrigure
4. This algorithm consisting of 5 different stepg)
Smoothing: convolution of image pixel values andggan
smoothing filter values yields blurred image, gnsoothing is
mainly to remove the noise of image. (ii) Findingdjents:
gradient magnitude is computed using two 3x3 cautiah
masks; after smoothing, to find out gradient valaegach
pixel, sobel operator is used. The sobel operatorsvo
directions x and y are as shown in figure 5. Magitet and
direction of gradient of a pixel is given by theuatjons (1)
and (2).

G= (GG
f=arctan(GG))
(i) Non-maximum suppression:; the pixels which arf
non-maximum values will get suppressed and replealess

with '0" except points at local maxima. (iv) Double

thresholding: in order to extract only the strodges present
in image, thresholding concept is used, which maleesger to
remove false edge points. To make this thresholdioge
accurate double thresholding is utilized and twlues are
used, where one of the threshold value is doubteebther.
and (v) Tracking of edges by hysteresis: edge paiiit be
tracked by suppressing the most of edges that atrdave
connection with the strong edge line.
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START: Read the input image.

v

SMOOTHING: Removing noise by Gaussian filter.

v
COMPUTE GRADIENTS: Edge should be
marked where the gradients of the image has large.

v
NON MAXIMUM SUPRESSION: Ouly local
maxima should be marked as edge.

v
THRESHOLDING: Final edges are determined by
suppressing all not connected edges to strong one.

v

END: Input image resulted into edge extracted

image.

Figure 4: Flow chart for CED algorithm
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Figure 5: Sobel operators in x and y directions

The CHT is a fundamental procedure utilizedaas
important part in DIP, for recognizing objects withape of
circle in digital picture. The reason for this masdhs to find
out circles in improper picture inputs. The cireldge points
are created by "voting" in Hough parameter spackadter
that selecting the nearby maximum edge valuesanrthtrix
of accumulators.

b

Figure 6: Circle detection using CHT

(x-ay + (y-by=r* 3)
a=x-rcoe e (4)
b=y-rsim (5)

Circle can be described by Equation (3), wherg are
coordinates of circle, a and b are centers of tridecand
these can be written as given in equations (4)@hdvhere as

r is radius of the circle. The circle detectionngsCHT is as
depicted in figure 6. Figures 7, 8 and 9 show preessed
gray image of eye, edge detected eye image and iris
segmented eye image using MATLAB.
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Figure 7: Preprocessed gray image of eye.
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Figure 8: Edge detected eye image

B Figure 2 - l=l@] = |

File Edit View Inset Tools Deskiop Window Help £

DS | h|ARCOELA-|B|08 0D

o N |
,ﬁ ) G J&Zﬂ':@

Figure 9: Iris segmenied eye image

Iris Normalization

The process of normalization includes
unwrapping and conversion of it to the polar eqleng It can
be done utilizing rubber sheet(RS) model proposgd

B.

o
B:cos[;r-arctang_il]-e] —-(11)
Displacement of the pupil's centre relative toities centre
are represented by, q o, and r' symbolize the distance
between edge of iris and edge of pupil at an ahgleund the
region, and;r radius of the iris.

After unwrapping phase, an image or a two dsfanal
array having radial resolution as vertical dimensiand
angular resolution as horizontal dimensions is pced.
Figure 10 shows the implementation of unwrappimrgp stnd
figure 11(a) and 11(b) illustrates Daugman's R8&hand its
normalized iris image respectively.

Figure 10: Implementation of unwrapping step
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Figure 11(a): Daugman's RS model
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Figure 11(b): Normalized iris image
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C. Feature Extraction using RED algorithm
b In iris acknowledgment, RED algorithm is @#d to

Daugman[6]. Daugman's RS model remaps each ang evextract the feature of iris normalised image. Featu

points inside region of iris from cartesian poifxsy) to the

extraction depends on the bearing of the edgesstiew up

polar points (§) of non-concentric normalized image, whereon the picture [2]. The energy of every pixel istjuhe
0 is in the angle of range [OgRand r is of the interval [0,1] as estimation of the infrared power inside the pixad & used to

given in equation (6);

I(X(r! 9),y(r, eﬁ_’ |(r, 6)

identify features.
The flowchart for RED algorithm as shown igufie 12,

The x(r,0) and y(r,0) in equation 6 are described as lineatells that process of filtering the normalized isrectangle

sequence of both sets of boundary points of pupillegion
(Xp(8),yp(8)) and limbos boundary points (8)(yi(6)), and are
given by equations (7) and (8).

X(r,0)=(1-1)%p(6)+rxi(6) ——(7)
X(r,0)=(1-yp(6)+ryi(6) ~—(8)

Due to the fact that pupil is non-concentric toitig so in
implementation process, a formula of remappingeisessary
to rescale the points and this depends on angtesunding
the circle as mentioned in figure 10, and are giwsn
equations (9) to (11).

r= (@p)* (op*a-r?) e (9)
with,
w=0+0” e (10)

form with directional filters to decide the presenaf edges
and the orientation of edges . More particulathe output of
RED algorithms is to multiply filter values by tpi&el values
of normalized iris image. 9*9 RED filters are de®d to
filter and highlight the strong edges present immmadized
image[2].

For the normalized rectangular iris image gt from
normalization process, the RED filters need to ppliad.
There are two filters made use, they are horizoatad
vertical RED filters. These filters are designedsuth way
that, it should not corrupt original pixel valugsnormalized
iris. The vertical and horizontal RED filters apgptied on the
normalized iris image. 9*9 filter values and 9*9age pixel
values are multiplied and added to get new filtqrize! , that
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is RED filtered feature extracted pixel value. Catle and
every pixel of rectangle iris, this process willlepeated, row
by row, column by column throughout the image utitis
filtering should apply to the every pixels of thesiin
rectangle form.

Normalized
rectangulariris

ApplyRED filters

vertical filter)

(3*9 RED vert
filtered template

Compare2
resultantfiltered
templates

' "'I"ernplate'-. :

Figure 12: Flow chart of RED algorithm
D. Feature Matching using Hamming Distance
Generally the Hamming distance can be expiham
the number of different symbols at same positiorslen
comparing the two strings of same length. In otherds, the
number of error bits present in one string whenganmad with
other string in order to find out number of ditfat symbols
in two equivalent sequences.
In image processing, two images are to be compaired by
pixel to figure out the number of different pixélstween two
images. The HD between two feature extractedensplates
is measured using equation. These two iris templatebe
compared are of binary sequences and of equividagth
and corresponding bits are compared and hammiragasm
is measured. The identification of irises will benmaccurate
as the value of HD more close to zero.
||(Template AR Template B )nMask AnMask B||
HD = |IMask A nMask B||

In the equation (12), template A and template Basgnts
feature extracted template of captured image aatlufe
extracted template of stored imag@sis a symbol indicating
binary Exclusive-Or operation to detect differerihdny
symbols in two iris template8l is a symbol indicating binary
AND operation.|| e || symbol shows summation. Mask A and

mask B represent the masks of binary values that ar »

associated with template A and B respectively. Th
denominator part of equation ensures that calcudati
involves only the valid bits.

Ill. RESULTS ANDANALYSIS

A. Smulation Results of RED And HD Calculation

The reading of normalized image using text filesrider
to import the image to Xilinx environment and penfing
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RED calculation as said, finally the output of thamsists of
binary values 0 or 1, the Simulation result of R&forithm
is as shown in figure 13. In image processing,images are
to be compared pixel by pixel to figure out the iwemof
different pixels between two images. The HD betwaen
feature extracted iris templates is measured us@qgtion
(12). These two iris templates to be compared atdEnary
sequences and of equivalent length, correspondisgabe
compared and hamming separation is measured.
Simulation results of Hamming distance are givefigure
14 and figure 15.
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Figure 13: Simulation result of RED algorithm.

As observed in simulation results of hammirgjathce
and experimental values obtained, for exact sancedye
images HD is 0 and for different eye images thdraioed
different values as the two sequence of iris tatesl are
consisting of different binary bits in equal pasits. When the
image is small enough for extraction of feature dod
matching but as the resolution of normalized imagecases,
it gives more number of bits for matching which timn
increases the accuracy and gives more time delkahisucan
be compensated with threshold values.
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Figure 14: Simulation result of HD for same two ayages
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Figure 15: Simulation result of HD for two diffeteeye images segmentation to achieve localization that is me@igte. In

addition, Support Vector Machine (SVM), neural netks,

or other classifier may be used instead of hammiistgince to
increase the identification rate. Most current Hate from
CASIA or other database could be utilized as agfatte test.
QI'o improve the time delay further, the advanced Ri&Pcan

B. Synthesis Results

i) Device utilization Summary
Table 1 shows the estimation of device/resur

utilization summary of synthesis on FPGA.

also be used and iris recognition can be implendeinteeal

TABLE 1: SUMMARY OF DEVICE UTILIZATION time.
Sl. No Slice Logic| Utilization in REFERENCES
Particulars numbers [1] Mateusz Trokielewicz, "Iris Recognition with a Diagsse of Iris Images
1 BUFGs 1 out of 32 Obtained in Visible Light Using Smartphone CamerEEE
3% International Conference on Identity, Security &®havior Analysis
(ISBA 2016), Feb 29 — Mar 2, 2016.
2 External IOBs 12 out of 640 [2] Safaa S. Omran, Ageel A. Al-Hillali, "Quarter ofislr Region
1% Recognition Using the RED Algorithm" IEEE 17th URSIAMSS
3 LOCed IOBs 11 out of 12 International Conference on Modelling and Simulatip015.
91% [3] Khaoula Mannay, et. al, "Embedded system of theesegmentation
module" 7th International Conference on Modellildgntification and
4 OLOGICs 5 out of 800 Control Sousse, Tunisia - December 18-20, 2015.
1% [4] H. Proenca, "Quality Assessment of Degraded Irssg@s Acquired in
: the Visible Wavelength" IEEE Transactions on Infation Forensics
> Slices 2 out of 17280 and Security, pp. 8295, 2011.
1% [5] Richard P. Wildes, "Iris Recognition: An EmergingioBetric
6 Slice Registers 0 out of 69120 Technology" proceedings of the IEEE, vol. 85, :iosseptember 1997.
0% [6] Daugman, J. G. "How iris recognition works" |IEEEafs. Circuits
- Syst. Video Technology, vol. 14, no. 1, pp. 21-3). 2004.
7 Flip Flops 0
8 Latches 0
9 LatchThrus 0
10 Slice LUTS 2 out of 69120
1%
11 LUT-Flip Flop 2 out of 69120
pairs 1%

1) Timing Summary

For RED algorithm, the timing summary shows
simulation time of 4.796 us, fuse memory usagd 37608
KB and fuse CPU usage is of 920 ms. Synthesizengmi
report of HD shows, speed grade is -1, minimurivalrtime
for input before the clock is 1.963ns and maximumet
required for output after clock is 3.259ns, therefdotal
synthesizing time of hamming distance on FPGA 5.22ns.

IV. CONCLUSION
For eye image pre-processing, localizing the isig CED
algorithm and CHT, and for normalisation processes
MATLAB software has been used. Xilinx ISE desigritesu
has been used to simulate the RED algorithm fotufea
extraction, hamming distance for feature matching.
Experimental test on the CASIA database has begieda
out, the RED algorithm, hamming distance implemered
synthesized using Xilinx FPGA virtex-5 (XC5VLX110T)
There is reduction in number of device utilizatiom board
and simulation time delay of RED algorithm is 4.{86and
synthesized time delay of hamming distance is S2Pence
achieved parallel processing using verilog modglland
improved time delay.

V. FUTURE SCOPE
Other algorithms - like active contour - cobkelused in
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