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Abstract— Weighted Support Vector Regression (WSVR)
which used weight factor on the basis of sensor rdimg
providing continuous monitoring the patients to provide better
health care services. In this method it as two regssion types:
Logistic Regression it is used to estimate of rela risk for
various medical conditions. This is used to predicthe risk
factors such as Diabetes, Angina, Stroke etc. Hemgresent a
regression Decision tree algorithm is regression ad in order to
predict the number of number of hospitalization day in a
population.  Proposed algorithm used to claim the dmlth
insurance of patients. This algorithm improves the ecuracy
level of mining and avoid the noisy, irrelevant andnassive too.
The accuracy of data mining increased with the techique of
WSVR and Decision tree algorithm. In technique todok at the
changed information mining application in the humanservices
segment for separating helpful data. The expectationof
infections utilizing Data Mining applications is atesting errand
yet it radically decreases the human exertion andx@ands the
indicative exactness. The expectation of infectiongilizing Data
Mining applications is a testing under taking yet i radically
lessens the human exertion and builds the symptomat
exactness.

Index Terms— WSVR, Logistic Regression, Decision tree
algorithm.

I. INTRODUCTION

Data mining applications in the scientific sid&cientific
data mining distinguishes itself in the sense thatature of
the datasets is often very different from tradiibmarket
driven data mining applications. In this work, atailed
survey is carried out on data mining applicationsthe
healthcare sector, types of data used and detéailtheo
information extracted. Data mining algorithms aegliin
healthcare industry play a significant role in pcddn and
diagnosis of the diseases. There are a large nuafldata
mining applications are found in the medical ralategeas
such as Medical device industry, Pharmaceuticaldtrigt and

Infertility is on the rise across the globe anchéteds the
sophisticated techniques and methodologies to girttdi end
results of infertility treatments particulars Thiesmparative
study could be useful for aspiring researcherdi@nfield of
data mining by knowing which data mining tool givas
accuracy level in extracting information from hbatire data.

[I. THEPROCESSFDATA MINING

The application of data mining tools in spreadsheethe

program that analyzes data to identify patternsratations,
user profiling and development of business strategan be
started . Most data mining software include onknalytical

processing, traditional statistical methods, sushcluster
analysis, discriminate analysis and regressionyaisaland
non-traditional statistical analysis such as neunetivorks,
decision trees, link analysis and association aimlydata
mining process is inextricably linked to computéisth the

help of special software, a big computer systerayaa data
from different angles, find a hypothesis, experihveith them

and learn from previous experiences. Unlike humaimich

would let the obvious connection between the twia dassed
because it is beyond their expectations, such ram eannot
happen to a computer. Also a human can be a vutithe

conditionality with previous experience, which da@ both
positive and negative, but in any case impossibkevbid.

. VARIOUS METHODSIN DATA MINING

Data mining consists of various methods. Diffeneethods
serve different purposes, each method has its alyes and

disadvantages. Data mining tasks can be divided int

descriptive and predictive. While descriptive taskae a
goal on finding a human interpreted forms and dasioos,
after reviewing the data and the whole constructibrthe
model, prediction tasks tend to predict an outcofieterest.

Hospital Management. To find the useful and hiddefAlthough the goals of description and predictiosktamay
knowledge from the database is the purpose behied toverlap, the main difference is that the predictines require

application of data mining. Popularly data mininglled

that data include a special variable of responke.résponse

knowledge discovery from the data. This paper rmgainican be categorical or numeric, further classifydaga mining

compares the data mining tools deals with the hezdre

as classification and regression.

problems. The comparative study compares the acgura

level predicted by data mining applications in twezdre.
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IV. PREDICTIVEAND DESCRIPTIVEDATA MINING
TASKS

A. Classification and Regression
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similarities that are present in data. This typela$sification
is useful only if the conclusion, that is drawnagxeptable for
the doctor or the end user. Data mining providggpstt for

identification of reliable relations between treatrh and
outcome.

Identification of new templates with predefined

objectives; these taskare predictive and they include the

creation of models to predict target, or dependemiable

from the set of explained or independent Variable%etween the data in thdatabase

Classification is the process of finding a functtbat allows
the classification of data in one of several clasdeor
classification tasks, the target variable usuatyg la small
number of discrete values, while with the regrassasks,
target variable is continuous.

B. Associationrule
Association rule analysis is descriptive data ngniask

VI. DECISIONTREEALGORITHM

Is a graphical representation of the relations tmeist

It is used for data
classification. The result is displayed as a theace the name
of this technique. Decision trees are mainly usedhie
classification and prediction. It is a simple argbaverful way
of representing knowledge. The models obtained ftben
decision tree are represented as a tree strudtiueanstances
are classified by sorting them down the tree fréwa toot
node to some leaf node.

The nodes are branching based on if-then condifioae

which includes determiningatterns, or associations, betweerYl€W is @ clear and easy to understand, decisiee tr

elements in data sets. Associations are representieel form
of rules, or implications.

C. Cluster analysis

Descriptive data mining task with the goal to graimilar
objects in the same clustend different ones in the different
clusters. Process of grouping determines groupats that
are similar, but different than other data. In tpi®cess
variables are identified by which the best groupsdeing
realized.

D. Text mining

Most of the available data is in the form of unstased or
partially structured text, andig different from conventional
data that are completely structured. Text is ucstned if
there is no previously determined format, or sticesin data.
Text is partially structured if there is a struetdinked with
the parts of data. While text mining tasks usuédly under
classification, clustering and association ruleadatining
categories, it is the best to observe them separéiecause
unstructured text demands a specific consideration.
particular, method for representation of textuahds: critical.

V. APPLICATION OFDATA MINING IN
HEALTHCARE

There is a great potential for data mining appidatin
healthcare. Healthcare institutions are very oeidmn use of
patient’s information. Ability to use a data in dahses in
order to extract useful information for quality hbacare is a
key of success of healthcare institutions.
information systems contain large volumes of infation
that include information on patients, data fromoliaiories
that are constantly growing. With the use of dataimgy
methods, useful patterns of information can be doumthis
data, that will later be used for further reseaaci report
evaluation. A very important issue is how to clbstirge
volumes of data. Automatic classification is doasdx on the
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algorithms are significantly faster than neuraWeeks and
their learning is of shorter duration. Decisionetis a tree
where each (non-terminal) node represents a tedta@sion
on the item of information that is listed for caheiation.
The choice of a particular industry depends orotiteome of
the test. In order to classify the data, processaging from
the root node and following the argument down uittil
reaches the final node, at which time a decisioméle.
Decision tree can also be interpreted as a spfial of a
rule set, which is characterized by its hierardhica
organization of rules.

VII. EXISTING SYSTEM

A. Application of rough set theory for medical informatics
data analysis

The research work aims to analyze the medical tgta
applying Rough Set Theory of data mining approdidte
data reduction process has been done using rotighessy
reduction algorithm. Rough set is mainly used @uce the
attributes without compromising its knowledge ofe th
original. To analyze the fertilization data, ROSENbol kit
reduction algorithm is used in this work to produte
optimal reduct set without affecting the originabkviedge

B. Artificial neural network in classification and
prediction
The artificial neural network is constructed withultirlayer
perception and back-propagation training algoritremd
constructed network is trained, tested and valilatsing

Heamﬂcapatients "This work finally sample IVF data cpanes the

success rate between desired output which is fedidrded
data and actual output which is predicted outpubheiiral
network. In the comparison between desired andabotuput
of the neural network is illustrated.
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VIIl. PROPOSELRYSTEM

A. Regression in Health Care

The proposed Weighted Support Vector RegressiéRanaging

(WSVR) which is used to weight factor on the badisensor
reading for providing continuous monitoring to patis in
order to provide them better healthcare servicasthis
research, on the basis of experimental resulteast been
found the proposed approach had better accuranysthaple
vector regressian

In this proposed work to look at the changed infation
mining application in the human services segment f
separating helpful data. The expectation of infextiutilizing
Data Mining applications is a testing errand yetaiically
decreases the human exertion and expands the tindica
exactness. The expectation of infections utiliziBgta
Mining applications is a testing under taking yetaidically
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B. Customer relationship management

Customer relationship management is a core apprtmach
interactions between commercial
organizations-typically banks and retailers-and irthe
customers, it is no less important in a healthcametext.
Customer interactions may occur through officedlinki
departments, inpatient settings, and ambulatory seitings.

C. Healthcare Management

Data mining applications can be developed to bédsmtity
and track chronic disease states and high-riskipiati design

c%\ppropriate interventions, and reduce the numbéraspital

admissions and claims to aid healthcare managerDert
mining used to analyze massive volumes of datestatibtics
to search for patterns that might indicate an ktthg
bio-terrorists.

lessens the human exertion and builds the sympiomat D. Hospital Management

exactness. In existing work data found are noisglévant
and massive too. The accuracy level of data miwiiligbe
increased with this technique Weighted Support dect
Regression (WSVR) while comparing with existing lwor
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Fig 1. Chart for Comparison of ANN, Rough set and WeighSegpport
Vector Regression for the Accuracy level of dataing.

IX. DATA MINING APPLICATIONSIN HEALTHCARE
SECTOR

Healthcare industry today generates large amourfits
complex data about patients, hospital resourceseade
diagnosis, electronic patient records, medical cksvietc.
Larger amounts of data are a key resource to lmepsed and
analyzed for knowledge extraction that enables stipfor

cost-savings and decision making. Data mining appbns

in healthcare can be grouped as the evaluationhbrdad

categories.

A. Treatment effectiveness

Organizations including modern hospitals are capadfl
generating and collecting a huge amount of dataliégtion
of data mining to data stored in a hospital infaiorasystem
in which temporal behaviour of global hospital eitigs is
visualized. Three layers of hospital management:

Services for hospital management

Services for medical staff

Services for patients
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o TABLE 1.DATA MINING APPLICATIONSIN HEALTHCARE

Rough Set
ROUGh | ANN | & ANN
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Percentage of Accuracy
in Estimating Success 4 T3 i

TABLE 2. COMPARISON BETWEEN THREBIFFERENT DATA MINING
APPLICATIONS

Data mining applications can develop to evaluate th

effectiveness of medical treatments. Data mining aaliver
an analysis of which course of action proves effecby
comparing and contrasting causes, symptoms, ande®of
treatments.
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Fig 2. Chart for Accuracy Level of using Data mining tofus diagnosis

X. RESULTSOFCOMPARATIVE STUDY

A comparative study of data mining applications in
healthcare sector by different researchers givemetail.
Mainly data mining tools are used to predict thecsssful
results from the data recorded on healthcare pmuble
Different data mining tools are used to predict dleeuracy
level in different healthcare problems. In this dstuthe
following list of medical problems has been anatyznd
evaluated.

Heart Disease

Cancer

HIV/AIDS

Blood

Brain Cancer

Tuberculosis

Diabetes Mellitus

Kidney dialysis

Dengue

Xl. CONCLUSION

In this paper to look at the changed informatioming
application in the human services segment for seipar
helpful data. The expectation of infections utiigi Data
Mining applications is a testing errand yet it cadly
decreases the human exertion and expands the tindica
exactness. The expectation of infections utiliziBgta
Mining applications is a testing under taking yetaidically
lessens the human exertion and builds the sympiomat
exactness. In existing work data found are noisglevant
and massive too. The accuracy level of data mimiiligbe
increased with this technique “Weighted Supporttde
Regression” while comparing with existing work. Bging
the sensor readings we give the better treatmepifients in
their healthcare center.
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