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Abstract— Configuring a WSN with multiple transmitters
and receivers consumes very less amount of powerréhg long
term data transmission, but, it increases the numbreof sensor
nodes for in-built circuitry power. Thus, the energy
optimization models are required to be considered.The
energy-efficient data gathering problem in sensor etworks has
been extensively investigated wusing the traditional
communication scheme. For many monitoring applicatns with
a periodic reporting pattern, a tree-based topologyas adopted
due to its simplicity and energy efficiency, whichwere two
important factors to consider in resource-constraied networks.
In this paper, we intend to study about the novel ata gathering
techniques for energy constrained sensor networksWe
introduce multiple mobile units to gather the neighboring node’s
details under different scenarios. The variants molé units
contain two phases, namely, Path —length based datathering
module and Agent —based routing selection. The maibjective
of first phase is to improve life time of the WSN atwork by
finding the most efficient Mobile Units (MU) path. Similarly, the
second phase is to select the best routes from tlspecified
Mobile Units. These two schemes are evaluated in tas of
Packet delay, Packet Delivery Ratio and Packet Drggpng Ratio.
The outcomes from the two modules will encourage onmow to
maintain the energy without compromising the netwok model
i.e. static or dynamic Wireless Sensor Networks.

Index Terms— Wireless sensor network; mobile sink; data
gathering; logical coordinate system; routing; data aggregation.

I. INTRODUCTION

The wireless sensor network (WSN) consists ofiaiha
distributed autonomous sensors to monitor physizal

Sensor Network (WSN), and many models and algogthm
have been designed. Some new strategies have been
developed afterwards by creating Wireless Sensowdiks
(DWSN) to balance the energy consumption among the
sensors. WSN may have either movable collector sidtic
sensor nodes or movable sensor nodes with one $ibedit
base station or may have both movable sensor naaés
movable base station. In case of movable colleotamber of
it may be one or more [2].

WSN is employed for data collection. The uses ofN¥'S
are smart agriculture, smart environment and SITitigs.
Several sensors are positioned within network fthering
info. Sink collects info from the network. After tjag the
information, mobile sink process over it. It's nassible to
recharge the node after deploying in the netwdrlsirhply
indicates nodes aren't reversible. Because of ¢nargy
saving is necessary task coming up with WSNs.dfdimk is
static then the nodes near to the sink die firshag are used
every time while forwarding data and it concretiiclilty of
“Energy Hole”. Owing to that sink is unable to detther
data. Therefore researchers include sink mobitityetduce
the power consumption [3].

Sinks are moving to gather the data of the netveorét
method over it. Hence sensors don't use energy
transferring info to the device. The moving sinkikcbalso be
an automobile, animals or automaton that has basiithg
instruments and it directly communicates with nodest
cause optimum information transmission pathway scale
back energy ingestion. We have to plan sink’s nitgbih
advance to reduce the energy consumption. Predefine

for

environmental conditions, such as temperature, dsourfrajectory is not appropriate for many applicatiohbus we

pressure etc. and to cooperatively pass theirttiedaigh the
network to a base station. Each node is made upaofy

things a radio transceiver with an internal angeror

connection to an external antenna, a battery oedonm of

energy harvesting device and an electronic cir¢hat

interfaces the sensor with the energy source. &iach node
has limited energy resource, we need efficient oeghto

minimize the energy loss due to data gathering agimize

the lifetime of the network [1].

use ST protocol by which device travels within tregwork
and accumulate the information while not predefined
trajectory [4].

The sink broadcasts the control message at ceqptairt
after interval of same time. It uses lower frequetitan
required for other data gathering protocols. A sitdps at
certain point for some time and broadcast contredsage is
called as ‘footprints’. This footprint is used ttentify node’s
hope count distance. The logical coordinate sysseumsed in

10

count distances from every trail-point. By measyidistance
between neighbor nodes and sink node, the nextifiop
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selected [5]. based data gathering method. In Section 4, weandlyze the
Numerous data collecting schemes based on molnike siresults of proposed method and compare it withdstechdata

are proposed to avoid the ‘hot spot’ problem anthriz® gathering methods. Finally, a brief conclusion wélgiven in

energy consumption, thereby extending network ififet Section 5.

However, collecting data with a mobile sink brirgseries of

problems, such as the trajectory of mobile sinke th . RELATEDWORK

transmission delay, the way of senor nodes upl@ad@ta to  cpeng et al. considered the problem of collectingrge
the sink correctly when the latter changes locatiett. amount of data from several different hosts to rmglsi
Therefore, it has become a research hotspot in WSHstination in a wide-area network. This probleimisortant
Traditional wireless sensor networks generallysiaic sinks = since improvements in data collection times in many
to collect data of the whole network. It is a simphd direct gppjications such as wide-area upload applications,

method, however it may cause the ‘hot spot’ probéenthe
nodes surrounding sinks deplete their energy muachee
compared to the remote nodes due to higher daagimegl
load. One of the effective ways to solve this peoblis
introducing mobility into WSN [6].

According to the scope of data collection regioatad
gathering schemes with mobile sinks can be dividatwo
categories: local data collection with one hop onstraint
hops, and the full data collection with multi-hops. most
existing local data collection schemes, sensor siagdoad
data to a mobile sink when the latter moves inteirth
communication ranges. It is one of the most eneftigient
and reliable ways, but the mobile sink needs teetise the
whole network in order to collect all data. Obvilyyst will
result in a long delay. What's more, if the molsilek doesn't
move into a sensor node’s communication rangenie,tiit
may get out of memory and lose sensed data [7].

The full data collection schemes can avoid thesblpms
effectively. In the full data collection schemelse tprimary
goal is to collect data from the whole network efifecly and
correctly. However, as the location of the mobileks
changes, how to obtain the location of the sink apkbad
messages to it correctly are difficult for sensodes. Most
existing solutions need the mobile sink or sourmges flood
their location information or data messages pecalti.
However, frequent location updating can
transmission traffic and energy consumption [8].

high-performance computing applications, and daitaing
applications are crucial to performance of thosdiegtions.
Often, due to congestion conditions, the paths @hdxy the
network may have poor throughput. By choosing teradte
route at the application level, we may be able idaim
substantially faster completion time. This datalestiion
problem is a nontrivial one because the issue ionly to
avoid congested link(s), but to devise a coorduhatensfer
schedule which would afford maximum possible wilian of
available network resources. Our approach for cdimgu
coordinated data collection schedules makes nargg&ns
about knowledge of the topology of the network be t
capacity available on individual links of the netkioThis
approach provides significant performance improvemne
under various degrees and types of network comgestiTo
show this, we give a comprehensive comparison sbfidye
various approaches to the data collection problenichw
considers performance, robustness, and
characteristics of the different data collectiontimels. The
adaptation to network conditions characteristiesiaportant
as the above applications are long lasting, iteis likely
changes in network conditions will occur during ttiata
transfer process. In general, our approach canskd tor
solving arbitrary data movement problems over titerhet.
We use the Bistro platform to illustrate one apgtiien of our

increasgchniques [11].

Hassanein et al. stated that in heterogeneous esfel

In WSN there can be two types of transmissions. Bne sensor network (WSN), relay nodes (RNs) are adofied

single-hop data transmission and the other is rholbi data
transmission. Single hop transmission techniqueiges less
delay and less energy loss than the multiple madiik. In
this paper we have proposed an algorithm where avwe h
clustered the nodes on the basis of the transipiténeiving
range of the mobile collector in hexagonal griddamgl then
have designed a path of traversal for a single imatata
collector [9].

In order to minimize the overhead of location ugdatve
present a novel data-gathering scheme for WSNsangthgle
mobile sink. It is based on the following two carsibns. One
is that the energy consumption of data collectisgniore
balanced when adopting a mobile sink. In termsetévark
lifetime, the best moving trajectory of a mobilalsis along
the periphery of the deployment area, while thel lnaar the
center is greater. The other is that with the iaseeof sink’s
moving trajectory length |, a circular mobility pextn is better
than a straight line [10].

The remainder of this paper is organized as ifalh@wing
sections. Section 2 will describe the related warksdata
gathering in WSN. Section 3 will present the praabagent
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relay data packets from sensor nodes (SNs) toabe &tation
(BS). The deployment of the RNs can have a signific
impact on connectivity and lifetime of a WSN systerhis
paper studies the effects of random deploymertesfies. We
first discuss the biased energy consumption ratdlem
associated with uniform random deployment. Thisbfem
leads to insufficient energy utilization and shoae network
lifetime. To overcome this problem, we propose maw
random deployment strategies, namely, the lifetimiented
deployment and hybrid deployment. The former soééigs
at balancing the energy consumption rates of RKssadhe
network, thus extending the system lifetime. Howeveis
deployment scheme may not provide sufficient cotiviec
to SNs when the given number of RNs is relativehak. The
latter reconciles the concerns of connectivity difetime
extension. Both single-hop and multihop communisati
models are considered in this paper. With a contipinaf
theoretical analysis and simulated evaluation, #tisdy
explores the trade-off between connectivity anetilifie
extension in the problem of RN deployment. It gdeovides a

adaptation
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guideline for efficient deployment of RNs in a laergcale
heterogeneous WSN [12].

Gnawali et al. presented that most sensor netvasekased
to collect information from the physical world. Ewples
include sensor networks deployed to monitor midnmates
in agriculture farms and deployments that measunergy
consumption in office or residential buildings. Tiedes in
these networks collect information about the plglsieorld
using their sensors and relay the sensor readingscentral
base station or server
communication. Collecting information
efficiently from the nodes in a sensor network challenging
problem, particularly due to the wireless dynamidsltihop
routing in a dynamic wireless environment requitlest a
protocol can adapt quickly to the changes in thevork
(agility) while the energy-constrains of sensorwarks

base station in the network. The objective is taximée the
network lifetime, which is defined as the time utitie first
node depletes its energy. The problem is shown €o b
NP-complete. We design an algorithm that startsnfian
arbitrary tree and iteratively reduces the loadbottleneck
nodes (nodes likely to soon deplete their energytduhigh
degree or low remaining energy). We then extendiauik to
the case when there are multiple base stationstaly the
construction of a maximume-lifetime data-gatheriagekt. We

using multi-hop wirelesshow that both the tree and forest constructiooriatgns
reliably andterminate in polynomial time and are provably neatimal.

We then verify the efficacy of our algorithms viamerical
comparisons [15].

[ll. PROPOSEDVORK

dictate that such mechanisms not require to0 Mughe proposed method consists of four modules namely

communication among the nodes (efficiency). CTPais
collection routing protocol that achieves both iagiand
efficiency, while offering highly reliable data dedry in
sensor networks CTP has been used in researchirtgaand
in commercial products. Experiences with CTP halge a
informed the design of the IPv6 Routing Protocal fow
power and Lossy Networks (RPL) [13].

initialization, agent generation, cluster formatiand data
gathering. The energy-efficient data gathering [gwbin

sensor networks has been extensively investigaded) uhe
traditional communication scheme. In Our Proposgstesn,

we intend to study about the novel data gatheeriiques
for energy constrained sensor networks. We intreduc
multiple mobile units to gather the neighboring e@sdietails

Lee et al. analyzed most existing geographic rgutininder different scenarios. The variants mobilesuniintain

protocols on sensor networks concentrates on findiys to
guarantee data forwarding from the source to tiséirtion,
and not many protocols have been done on gathariag
aggregating data of sources in a local and adjaeggion.
However, data generated from the sources in thiemegye
often redundant and highly correlated. Accordingbthering
and aggregating data from the region in the semstovorks is
important and necessary to save the energy andewdre
resources of sensor nodes. We introduce the contepocal
sink to address this issue in geographic routimg. [6cal sink
is a sensor node in the region, in which the sensde is
temporarily selected by a global sink for gatherisgd
aggregating data from sources in the region andeteig the
aggregated data to the global sink. We next desi§mngle
Local Sink Model for determining optimal locatiohsingle
local sink. Because the buffer size of a local sskmited
and the deadline of data is constrained, singlallemk is
capable of carrying out many sources in a largéesiozal
and adjacent region. Hence, we also extend thdeSirogal

two phases, namely, Path length based data gagjheodule
and Agent based routing selection. It minimizes Baeket
delay and Packet Dropping ratio and maximizes thekét
Delivery Ratio. Also it maintains the energy witthou
compromising the network model.

The architecture of the proposed work is givethafigure 1.

Sink Model to a Multiple Local Sinks Model. We next

propose a data gathering mechanism that gatheasid#he
region through the local sink and delivers the aggted data
to the global sink. Simulation results show tha&t pmoposed

mechanism is more efficient in terms of the energy

consumption, the data delivery ratio, and the deadhiss
ratio than the existing mechanisms [14].

Fahmy et al. stated that energy efficiency is aaltifor
wireless sensor networks. The data-gathering psaoest be
carefully designed to conserve energy and exterdonk
lifetime. For applications where each sensor cootiisly
monitors the environment and periodically repoatsatbase
station, a tree-based topology is often used ttectotata
from sensor nodes.
construction of a data-gathering tree when thera single
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In this work, we first study the
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Figure 1. Proposed System Architecture

A. Initialization Phase

In the initialization phase, each sensor acquése# with all
the neighbors in its proximity. If a sensor is aolated node
(i.e., no neighbor exists), it claims itself to de&luster head
and the cluster only contains itself. Otherwisseasor, say,
si, first sets its status as “tentative” and itisiah priority by
the percentage of residual energy. Then, si s@rteeighbors
by their initial priorities and picks neighbors withe highest
initial priorities, which are temporarily treatesl its candidate
peers. We denote the set of all the candidate péersensor
by A. It implies that once si successfully claimde a cluster
head, its up-to-date candidate peers would alsmnaattcally
become the cluster heads, and all of them forrH& of
their cluster. si sets its priority by summing up initial
priority with those of its candidate peers. In thisy, a sensor
can choose its favorable peers along with its stdécision.
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B. Agent Generation

In the second module, each sensor determinesaitisssby
iteratively updating its local information, refraig from
promptly claiming to be a cluster head. We use rtbde
degree to control the maximum number of iteratifmnseach
sensor. Whether a sensor can finally become aeclistad
primarily depends on its priority. Specifically, vpartition
the priority into three zones by two thresholdsaitld tm (th >
tm), which enable a sensor to declare itself ta bleister head
or member, respectively, before reaching its marimu
number of iterations. During the iterations, in gooases, if
the priority of a sensor is greater than th or ldsm tm
compared with its neighbors, it can immediatelyidedts
final status and quit from the iteration.

We denote the potential cluster heads in the neigidod of
a sensor by a set B. In each iteration, a senagr,ss§ first
tries to probabilistically include itself into si:8s a tentative
cluster head if it is not in already. Once sucadssf packet
includes its node ID and priority will be sent cand the
sensors in the proximity will add si as their pdi@ncluster
heads upon receiving the packet. Then, si chesksuitrent
potential cluster heads. If they do exist, theeetano cases for
si to make the final status decision; otherwiseaild stay in
the tentative status for the next round of iteratio

C. Cluster Formation

The third module is cluster forming that decideschlitluster
head a sensor should be associated with. Theiariten be
described as follows: for a sensor with tentatitegus or
being a cluster member, it would randomly affiliaself with
a cluster head among its candidate peers for |@danbe
purpose. In the rare case that there is no clhsted among
the candidate peers of a sensor with tentativesttte sensor
would claim itself and its current candidate peassthe
cluster heads. The following is cluster formatidgoaithm.
Input : grid, number_of column

temp A (number_of _column) % 4
noc A number_of_column
if (temp = 0)
two_col A noc
two_col_zigzag(grid,two_col)
else iftemp = 1)
two_col A noc-3
two_col_zigzag(grid,two_col)
three_col_path(grid)
else iftemp = 2)
two_col A noc-2
two_col_zigzag(grid,two_col)
straight_up(grid,noc-1)
straight_down(grid,noc)
else iftemp = 3)
two_col A noc-1
two_col_zigzag(grid,two_col)
straight_down(grid,noc)
end
horizontal_path(grid)



International Journal of Emerging Technology in Conputer Science & Electronics (IJETCSE)
ISSN: 0976-1353Volume 24 Issue 4 — MARCH 2017.

D. Data Gathering so that no sensor is left uncovered even if the@emave not

To perform data collecton by TDMA techniques,Sensed any data. There are many data collecting vaypull
intra-cluster time synchronization among estabtisbeister Mechanism and push mechanism. In pull mechanisanatet
heads should be considered. The fourth phase is ti@nsmitted to the sink only when sink requeststfoknd in
synchronize local clocks among cluster heads irH&®y Push mechanism data are sent by sensors. The pwpos
beacon messages. First, each cluster head will eehcy Mechanism is combination of the two strategies /hmath
beacon message with its initial priority and locbck Pull and push is used according to the situation.
information to other nodes in the CHG. Then it eitaan the
received beacon messages to see if the priority lméacon
message is higher. If yes, it adjusts its locatklaccording to
the timestamp of the beacon message.
In our framework, such synchronization among clustads
is only performed while SenCar is collecting ddacause
data collection is not very frequent in most mohdata
gathering applications, message overhead is chrtain R s 2 o
manageable within a cluster. The nearest n is timaapy ® e
individuals to listen to this message broadcastedhe sink. ® ®
By matching the message sequence number with ttieefu ® e ¢ o
latest message sequence-number we can find thatebsage
is new or not. When a new message has been rectiged
vector components are going to be modernized wikhf Figure 2. Data Gathering (SenCar) simulation
message order number. The node’s v is restrucagéelow.
All the elements of v are shifted by one positinneft. Once - Belvery fatic in obile Agnt lork
shifting left the hop-count is inflated via one aswlaps with b T e
the proper most part of path-reference. Currengy trail i
message is retransmitted with identical M and thldeThis /
process is repeated for other n fl

|

|

LT

The SenCar collects sensing informations from compatible pair nodes 3 and 6

o
=
=

o
=
=

=
=
=

IV. EXPERIMENTALANALYSIS

Beacon signal is used in localization of a sensaierand for
invoking MDC. For localization sensors can be used
beacon device. Localization algorithms like TPSg&thm :
or algorithm depending on multi angulations ordteration !
can be used. As per the proposed work MDC doewinibt Y 1 5 & T T " = &
every sensor. MDC will visit cluster head only mse cluster i 77 fize

head invokes it. In some situation sensors do reteh

anything to deliver, so MDC doesn't waste its epefgiting  Figure 3. Packet Delivery Ratio

every sensor.

Clustering is used. Sensors are arranged in ctustduster

head is responsible for collecting data from sesmbgpolling . b il e

method in small size cluster .It then perform aggti®n of i - o4
the data and invokes the MDC with its transmissignal. In
case of large cluster internal MDC for the respectluster i
can be used. Sensors continuously collect datsand data 0
to cluster head which are also equipped with lichiteemory
space, so waiting for MDC to collect data for Idirge may
cause obsolete data and also causes missing ofidatéo
erase process by the sensors. I
In static sink and mobile sensor data gatheringhagism, \
energy requirement is high. Data collection throngbbile i

sink is efficient and energy consumption is lesanttlihe “
earlier method. For sparse network mobile mulesksvor f g 8 L
efficiently in sensor visiting and power consumptio '
Opportunistic data collection is used where a neobdévice
performs other tasks as well as data collections frethod is

mainly used in delay tolerant applications. The network loss probabilities for both the stadd@ndom

MDC visits each and every sensor to collect databying 5k strategy and network coding strategy tendnirdase
spanning tree. It maintains spanning tree covealggrithm it 4 |arger number of sensor nodes (n = 200)esihe

Datapackets

o
=
=

ra
=
=

F)
=
=

Eemray in Joulss
3
-

Figure 4. Energy efficiency
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number of sensor nodes to be covered by a mobillecoar [7] X. Liu, J. Cao, S. Lai, C. Yang, H. Wu, and Y. Xi&nergy efcient

: ; : : clustering for WSN-based structural health monitgyl Proc. IEEE
itself increases. The amount of reduction in thievaek loss INFOCOM, Apr. 2011, Shanghai , China, PP:2768-2776.

probability that we achieve from network codinga#gy iS [8] M. Maand Y. Yang, “Data gathering in wireless semetworks with
much greater than the existing one. For each dnpiatiern, mobile collectors,” Proc. 22nd IEEE Internationahrdlel and

the data points are obtained bv taking the avegfoghe Distributed Processing Symposium, Apr. 2008, Miakrhi, PP: 1-9.
P . y 9 gth r‘B] Z. Zhang, M. Ma, and Y. Yang, “Energy efficient ritfiop polling in
results under 30 different heterogeneous a clusters of two-layered heterogeneous sensor netWdEEE Trans.

spatially-correlated data arrival patterns. On Computers, vol. 57, no. 2, Feb. 2008, PP: 233-24
We expect that our reasoning behind the Networldrg)d [10] A. Arora et al. “ExScal: Elements of an extremelesadreless sensor

. . . network,” Proc. 11th IEEE International ConferenceRTCSA, 2005,
strategy can be applicable for the design of Maigov Hong Kong, China, PP: 102—108.

random walk-based applications sample topologiesach [11] W. Wang, V. Srinivasan, and K. C. Chua, “Using niebilays to

sensor nodes. In all these simulations, we obstraethe prolong the lifetime of wireless sensor network§foc. ACM
o . Mobicom, Aug. 2005, Cologne, Germany, PP: 270-283.
netwqu !OSS prOb?‘blhty under — our Netw_ork_ codin 12] G. Xing, T. Wang, W. Jia, and M. Li, “Rendezvousige algorithm
Algorithm is about 2 times smaller than that of Bistributed for wireless sensor networks with a mobile bastiostd Proc. ACM
optimal Movement Strategy model. In all cases, aing Mabihoc, May 2008, Hong Kong, China, PP: 231-240
strategy is consistently better than the standandom walk [13] - Slama, B. Jouaber, and D. Zeghlache, “Multiplebife sinks
. . . deployment for energy efficiency in large scale eléss sensor
strategy,_ a_nd the _ra“O tends to decrease impliiag our networks,” e-Business and Telecommunication, Conications in
strategy is increasingly more advantageous astifiertsize. Computer and Information Science, no. 8, 2009,/RR:-427.

[14] Ming Ma, Yuanyuan Yang, Miao Zhao, “Tour Planniray Mobile
Data-Gathering Mechanisms in Wireless Sensor Néstpin IEEE

V. CONCLUSION Transaction. Vehicular Technology, Volume:62 Isgudiay 2013,

In this paper, we present a novel data gatherihgrae for 5] EP1|147ti'14f;3- R and S. Soohia. “Providing Lazdion us

. . . . . . eelavathy, S. R., an . Sophia. "Providing bn using
_VVSNS with a single mobile Slnl_( called, V|rtual_b1yraree Triangulation Method in Wireless Sensor Networkiiternational
infrastructure based data gathering scheme, wiuobtaucts Journal of Innovative Technology and Exploring Ervegiring.2014

a virtual binary-tree infrastructure for sensor @®tb inquiry [16] Li, Yingshu, and My T. Thai. Wireless sensor neteorand

; ; : ; applications. Springer Science & Business Medi@820
the sink location. The sink moves along the pemahe [17] Stojmenovic, Ivan, ed. Handbook of sensor netwotkgorithms and

leaf-areas in a clockwise manner and stops in leaftarea to architectures. Vol. 49. John Wiley & Sons, 2005.
collect data. The sojourn time in different areabased on [18] Hu, Xiaoging, Yu Hen Hu, and Bugong Xu. "EnergyBualed
the total amount of data collected after the sintees each Scheduling for Target Tracking in Wireless Sensetwadrks." ACM

. . . . . Transactions on Sensor Networks (TOSN) 11.1 (2024):
area. The main contribution (_)f our V'rtua_‘l binarget  [19] zhao, Miao, Yuanyuan Yang, and Cong Wang. "Mobétadjathering
infrastructure based data gathering scheme is ltectdhe with load balanced clustering and dual data uplgdn wireless

whole network data with less broadcast overheddieitly. sensor networks.” Mobile Computing, IEEE Transawtion 14.4

) ) ) . (2015): 770-785.
We also investigate the impact of different straesuon the 1551 \wy, Xiuchao, Kenneth N. Brown, and Cormac J.3 SaaetSNIP: A

average energy consumption, the maintenance chet, t  sensor node-initiated probing mechanism for opmostic data
packet loss rate and the number of packets cotlecte  collection in sparse wireless sensor networks.” (uter

. . Communications Workshops (INFOCOM WKSHPS), 2011 HEE
respectively. And compare the proposed scheme with Conference on. IEEE, 2011,

standard data collection schemes in the simulaf@sults [21] Guo, Songtao, Cong Wang, and Yuanyuan Yang. "Jootiile data
show that the agent based data gathering scheewrergy gathering and energy provisioning in wireless regeable sensor

efficient and prolongs the network lifetime sigaétly with ggg"g’;';séz Mobile Computing, IEEE Transactions @12 (2014):
tolerable packet loss rate, especially in largdestd#ensive  [22] Ghosh, Nimisha, and Indrajit Banerjee. "An enerfigigit path
networks. determination strategy for mobile data collectarswireless sensor
network." Computers & Electrical Engineering 48180 417-435.
[23] Yin, Xuming, et al. "Mobile Data Gathering with T@@onstraints in
Wireless Sensor Networks." Wireless Algorithms, t8ys, and
Applications. Springer International Publishing,180696-705.
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