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Abstract— Prediction of Crop is an very important factorfor
agriculture and farmers. India is one of the agricltural
countries; Crop forecast is an big challenging pblem, so wide
variety of Crop  forecast methods are used. In tli work
particularly Karnataka and Tamilnadu states with some
districts data are collected namely from Chitradurga,
Mangalore, Bangalore, Gadag, Belgam and Mysore. Fro
Tamilnadu one district data is collected namely trichirapalli.
From past 11 years (2005-2016) required data are ltected with
many parameters like wind speed, sea level pressuyrenin
temperature, max temperature, mean temperature, dewpoint,
precipitation. For prediction of Crop , methods lke K means
and artificial neural network algorithms are used n existing
system for clustering and classification. In proposd system
farthest first algorithm is used for clustering andj48 algorithm
is used for classification for Crop forecastingThe collected
sample data is clustered according to feature ofafthest first
algorithm by calculating distance between the poirg using
Euclidian formula. Then the clustered data are then pssed for
training and testing. In this tool like eclipse mars .2 and also
java programming language is used. The results obta¢d from
proposed algorithms like farthest first and j48 gives better
accuracy for Crop forecast and compared this redti with
existing algorithms.

Index Terms— Crop prediction, clustering, classification,
farthest first, j48.

I. INTRODUCTION

temperature, max temperature, mean temperatured win
speed, dew point precipitation, sea level pressiréhese
attributes are considered for Crop forecast.

The data mining techniques called clustering and
classification are used. Farthest first algoritemsed to make
different clusters for collected data often it wike full for
analysis and gives good performance. Then for ificestson
j48 algorithm is used.

Many researchers have tried to obtain the Cropth w
their respective data mining techniques. Crop edast with
timely and accurately is an very big challengingkta
Generally for prediction the unsupervised algorghsuites
very well to make clustering and supervised alpong suites
for classification.

Pinky saikia dutta [1], Hitesh tahbilder were triéaf
prediction of Crop model based on Multiple linesgression
indicates acceptable accuracy F test, T test isl dee
explanatory variables. In this forecasting of mn@rop by
using data mining techniques over assam have lmren @he
six years of period[2007-2012] of data is collecfedm
Regional Meteorological Center. Some of parameli&es
maximum temperature, minimum temperature, wind &pee
and Mean sea level have been considered for pieuietind
direction is not considered which could give moceuaate
result.

LITERATURE REVIEW

The major challenges for agriculture and flood P.Hemalatha [2], used the data mining technique for
management can be overcome by using Crop predicti guiding the path of the ships. To identify where #hip is

Over the past years many attempts and methods these
used for Crop forecast. The prediction of Cropn be done
by using historical data.

India is one of the agricultural country so foisth
prediction of Crop is very important. It is maalecollecting
required and quantitative data, here perticulaaipnktaka and
tamilnadu with specific districts data is collectiedpredict
Crop for particular regions like in Karnatakaitdurga,
mysore, mangalore, bangalore, gadag, and belgaom,
Tamilnadu: Triuchirapalli. Past years data is aiée from
2005-2016 years.

Crop is not static it is dynamically changesrirgear to

navigating GPS(Global Positioning System) is us€de
weather report of the ships location is made toetrse the
Farthest-first and the corresponding decisioraisspd to the
ship for its safe navigation by using farthesttfirs

Badhiye S. S., Dr. Chatur P. N., Wakode B. V [3&rev
tried to predict the condition of climate with sffiecand very
important attributes or parameters like temperatarel
humidity. The main aim of these two authors weradquire
tegmperature and humidity data and use a clustégtiipique
with k-Nearest Neighbor method to find the hiddexttgrns
inside the large dataset so as to transfer theevett
information into usable knowledge for classificati@nd

year depending on parameters, they are temperatupegdiction of climate condition.

humidity, wind speed etc. In this parameters likén m
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Neha Khandelwal and Ruchi Davey [4], were firsédrio
consider weather daily historical data collectedAtPUR
city for trying to extract useful knowledge. Theata mining
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technique called regression analysis is applied Goop
forecasting by using different four
temperature, humidity, pressure, sea level.

With the combination of k means clustering andieidl

neural network the Akash Dutt Dubey [5], have done

prediction of Crop very accurately. The data aflected
from period 1951-2010 with parameters like montielative
humidity, atmospheric pressure, wind speed and ageer
temperature. The result is compared from Regressisults

Particular attributes are considered for this wark min

climate factorgemperature, max temperature, mean temperatured win

speed, sea level pressure, dew point and preagpitat

V. TECHNIQUESUSED

A. Kmeans algorithm

The Decision Tree traversal of a finite point setynibe
computed by greedy algorithm that maintains théadise of

on RBFNN Training with Regression results on Kmeangach point from the previously selected pointsigearing the

based RBFNN Training which gives very good accuracy

following steps:
STEP 1. Initialize the sequence of selected points to the

Sam Cramer, Michael Kampouridism, Alex Aempty sequence, and the distances of each poirtheto

Freitas [6], were used the feature engineeringnfimroving
financial derivatives based Crop  prediction. histthe
GP(genetic programming) using feature engineerin@2d
different data sets of cities around Europe. Thegtle of data
is considered to be 10 years of daily Crop faining and
one year of daily Crop for testing. ComparingM&RP,
STR, Crop runoff, the GP works well and overcorttes
disadvantages of previous methods. By using GP thi¢h
hourly data prediction can be done accurately withemy
assumptions and it supports non linear data also.

Kavita Pabreja, [8], forecast the cloud burst Ising
clustering technique which helps to get the nunaéreather
prediction(NWP) for
important parameters required to cloud burst argpézature
and humidity.

temperature and humidity. Theproblemand the K center

selected points to infinity.

STEP 2:While not all points have been selected, repeat the
following steps:

STEP 2.1:Scan the list of not-yet-selected points to find a
pointp that has the maximum distance from the selected
points.

STEP 2.2:Removep from the not-yet-selected points and
add it to the end of the sequence of selected goint

STEP 2.3: For each remaining not-yet-selected pajnt
replace the distance stored €pby the minimum of its old
value and the distance froorto g. Farthest-point traversals
have many applications, as same as of the travstilggman
problem. K means(Data,k)
Centers<--the set consisting of a single randoimbsen point
fromDat while|Centers|<k DataPoint <--the pointirat®

Amr H. El-Shafiel, A. El-Shafie2, Hasan G. Elmaximizing d(DataPoint,Centers) add DataPoint tot€s

Mazoghi2, A. Shehata3 and Mohd. R. Tahal [7], ussdl
and MLR algorithms for Crop prediction over Alexkia,

Egypt area. The data set used in this includesy dail
and temperature from perio

measurements for Crop
1957-20009.

In existing work ANN algorithm is used to predile
Crop with K means clustering algorithm. With taesvo
combinations good accurate result was obtained, AbIN
have two issues which limits its application, tleenputation
complexity of the network and the learning time . ohder to
overcome these two problems k means clusteringitiigois
used for this work.
In this data is collected from one of the Japarmityecalled
Yokohama from period of year 1951-2010. The pararset
used in this to forecast the Crop are temperatummidity,
wind speed, atmospheric pressure. The main distatyarn
this work is if ANN is using means, K means is caitspry to
overcome ANN issues.

EXISTING SYSTEM

IV. DATASETSUSED

With different combination of techniques Crop fasetis
done in this proposed work. So for this data isectéd from
period of year 1998-2009, with particular regionstdtes in
India as Karnataka and Tamilnadu. Specific distritata is

return Centers

dB. J48 algorithm

1) Associationrules:
Used to obtain integrating relations between ‘e in
large database.

2) Rulesevaluation metrics:
e support(A+B)=No. of transactions containing A&B
No. of total transactions
Confidence(A+B)=No. of Transactions ___containin
A&B No. of Transactions containing A
3) Pseudo code of j48 algorithm:
Stepl: CK: Candidate item set of size Step2: LK:
Frequent item set of size k.
Step3:LT=(frequent items); for (k=1;LK !=0;k++) do
begin
Step4 CK+1=candidates generated from LK;
Step5: for each transaction t in database do.
Step6: increment count of all candidates in CK+1 that are
contained in t.
Step71K+1=candidate in CK+1 with min support.
Step8: end
Step9:return KLK;

collected from Karnataka are Chitradurga, Mangalore

Mysore, Bangalore etc.. in Tamilnadu are Triuchathp
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4) J48 algorithm flow:

t

Eventsets Generate K eventsets tk

candidates(join step)

I3

Check Support

N,
the set of K-1 frequent. AN

eventsets is 07 Frequent eventsets

Fig5.3.1: J48 algorithm flow

The above figure shows the j48 algorithm flow. Ehare
two steps to perform j48 i) Join step and ii) pruhlee entire
algorithm is classified into two steps as follows:

Above fig(a), depicts the classification accura¢ycmp
prediction data set around 98% is achieved usioggsed
techniques.

Similarly from fig(b), it has been predicted thar fcrop
prediction in Karnataka state, proposed algorithm
performance quickly wuth a time period of just 8.5s

VII.

In this paper working principle PAM and J48 comlbioia of
algorithms are proposed for Crop prediction. Ta¢a is
collected from Karnataka for specific district regs. The
data samples were first clustered into differenisirs
according to feature of PAM algorithm and then sifésation
have been made by using J48 algorithm. By usingetito
combinations better accurate result can be obtaiosgbared
to k means with ANN, finally proposed techniquehnitext
year prediction for 10000 Hectares is achieved Hign
accuracy its around 98%, when compared with other
techniques, for the future supposed to work witipatatasets

CONCLUSION

STEP 1: Apply min support to find all the frequent event, 1, multiple states

sets with k items in a database.

STEP 2: Use the self-join rule to find the frequent event

sets with k+1 items with the help of frequent k+#ge Repeat
this process from k=1 to the point when we are lenab

apply the self-join rule. By applying farthest sfir
clustering have been done for analysis and aftisr j#8

algorithm is used to make classification and bylgpg with

these two combination of algorithm better accureay be
obtained compare to existing combination of aldoni.

VI. RESULTS AND DISCUSSION

Accuracy Measurment

Accuracy in %o

Performance Parameters

Fig a. Classification Accuracy

Time Complexity(ns)

Performance Parameters

Fig a. Time Complexity
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