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Abstract—A cloud storage system, consisting of a 

assemblage of storage servers, supplies long-term 

storage services over the Internet. Saving data in a third 

party’s cloud scheme determinants grave anxiety over 

facts and figures confidentiality. General encryption 

designs protect facts and figures confidentiality, but also 

limit the functionality of the storage scheme because a 

few operations are sustained over encrypted facts and 

figures. Constructing a protected storage system that 

supports multiple purposes is demanding when the 

storage scheme is distributed and has no centered 

authority. The distributed storage scheme not only 

carries secure and robust facts and figures storage and 

retrieval, but also permits a client ahead his data in the 

storage servers to another client without retrieving the 

facts and figures back. The main mechanical 

contribution is that the Time based re-encryption main 

theme is to incorporate time, and time is associated with 

the access time. Scheme is to reduce the time 

consumption for the forwarding of data to the user and 

the number of request to the server. Method fully 

integrates encrypting, encoding and forwarding. 

 
Index Terms—Decentralized erasure code, time 

based re-encryption, threshold cryptography, 

secure storage system. 
 

I. INTRODUCTION 

 

As high-speed systems and ubiquitous 

Internet get access to become available in recent 

years, numerous services are provided on the Internet 

such that users can use them from anywhere at any 

time. For demonstration, the internet message service 

is likely the most well liked one. Cloud computing is 

a concept that delicacies the resources on the Internet 

as a unified entity, a cloud. Users just use services 

without being concerned about how computation is 

finished and storage is organized. In this paper, we 

focus on conceiving a cloud storage scheme for 

robustness, confidentiality, and functionality. A cloud 

storage system is advised as a large- scale circulated 

storage scheme that comprises of numerous 

independent storage servers. Facts and figures 

robustness is a foremost obligation for storage 

schemes. There have been many proposals of saving 

facts and figures over storage servers. One way to 

provide data robustness is to replicate a message such 

that each storage server stores an exact replicate of the 

note. It is very robust because the message can be 

retrieved as long as one storage server endures. 
 
Another way is to encode a message of k 

symbols into a codeword of n symbols by erasure 

cipher. To shop a note, each of its codeword emblems 

is retained in a distinct storage server. A storage 

server failure corresponds to an erasure error of the 

codeword emblem. As long as the number of 

malfunction servers is under the tolerance threshold of 

the erasure code, the note can be recovered from the 

codeword emblems stored in the accessible storage 

servers by the decoding method. This presents a 

tradeoff between the storage size and the tolerance 

threshold of malfunction servers. A decentralized 

erasure cipher is an erasure cipher that independently 

computes each codeword emblem for a message. 

Thus, the encoding process for a note can be dividing 

into n parallel jobs of developing codeword symbols. 

A decentralized erasure code is apt for use in a 

circulated storage scheme. After the note emblems are 

sent to storage servers, each storage server 

individually computes a cipher- phrase symbol for the 

received message emblems and shops it. This finishes 

the encoding and storing method. The recovery 

method is the same. 

 

Saving data in a third party’s cloud system 

causes serious concern on facts and figures 

confidentiality. In alignment to provide powerful 

confidentiality for notes in storage servers, a client 

can encrypt notes by a cryptographic procedure before 

applying an erasure cipher procedure to encode and 

store notes. When he wants to use a message, he 

desires to get the codeword emblems from storage 
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servers, decode them, and then decrypt them by using 

cryptographic keys. There are three problems in the 

overhead straightforward integration of encryption 

and encoding. 

 

First, the client has to do most computation 

and the communication traffic between the user and 

storage servers is high. Second, the client has to 

organize his cryptographic keys. If the user’s 

apparatus of storing the keys is lost or compromised, 

the security is broken. Eventually, in addition to facts 

and figures saving and retrieving, it is hard for storage 

servers to directly support other purposes. For 

demonstration, storage servers will not directly ahead 

a user’s notes to another one. The proprietor of 

messages has to get, decode, decrypt and then forward 

them to another user. 

 
In this paper, we address the difficulty of 

forwarding facts and figures to another user by 

storage servers exactly under the command of the 

facts and figures proprietor. We address the scheme 

model that comprises of circulated storage servers and 

key servers. Since saving cryptographic keys in a 

single apparatus is dodgy, a client distributes his 

cryptographic key to key servers that shall present 

cryptographic functions on behalf of the client. These 

key servers are highly defended by security 

mechanisms. To well fit the distributed structure of 

schemes, we require that servers independently 

present all procedures. With this concern, we suggest 

a new threshold proxy re-encryption scheme and 

integrate it with a secure decentralized code to pattern 

a secure circulated storage scheme. 

 

The encryption design supports encoding 

operations over encrypted notes and forwarding 

operations over encrypted and encoded messages. The 

taut integration of encoding, encryption, and 

forwarding makes the storage scheme efficiently 

rendezvous the requirements of facts and figures 

robustness, facts and figures confidentiality, and facts 

and figures forwarding. Accomplishing the 

integration with concern of a circulated structure is 

demanding. Our system encounters the obligations 

that storage servers individually present encoding and 

re-encryption and key servers individually present 

partial decryption. Furthermore, we address the 

scheme in a more general setting than previous works. 

This setting allows more flexible change between the 

number of storage servers and robustness. Suppose 

that there are n circulated storage servers and m key 

servers in the cloud storage system. A note is divided 

into k blocks and represented as a vector of k 

symbols.  

 

We construct a protected cloud storage 

scheme that supports the function of secure facts and 

figures forwarding by utilizing a threshold proxy re-

encryption design. The encryption design supports 

decentralized erasure codes over encrypted notes and 

forwarding operations over encrypted and encoded 

notes. Our scheme is highly distributed where storage 

servers independently encode and ahead messages and 

key servers individually perform partial decryption. 
 
Parameter setting of n=𝑎𝑘𝑐supersedes the 

previous one of where result permits the number of 

storage servers be much larger than the number of 

blocks of a note. In functional schemes, the number of 

storage servers is much more than k. The forfeit is to 

somewhat boost the total exact replicates of an 

encrypted message symbol sent to storage servers. 

Nevertheless, the storage dimensions in each storage 

server does not boost because each storage server 

shops an encoded result, which is a blend of 

encrypted message symbols.  

 

II.  RELATED WORKS 
 

A. Distributed storage system: 

 At the early years, the Network-Attached 

Storage (NAS) and the Network File scheme (NFS) 

supply extra storage apparatus over the mesh such 

that a user can get access to the storage apparatus by 

network attachment. Afterward, many improvements 

on scalability, robustness, efficiency and security 

were suggested a decentralized architecture for 

storage schemes boasts good scalability, because a 

storage server can connect or depart without 

command of a central administration. To provide 

robustness against server flops, easy method is to 

make replicas of each message and shop them in 

distinct servers. However, this method is costly as z 

replicas outcome in z times of expansion. 

 

One way to decrease the expansion rate is to 

use erasure codes to encode messages. A note is 

encoded as a code word, which is a vector of symbols, 

and each storage server shops a code word emblem. A 

storage server failure is modeled as an erasure mistake 

of the stored code word symbol. Random linear codes 

support circulated encoding, that is, each code word 

emblem is individually computed. To store a message 

of k blocks, each storage server linearly blends the 

blocks with randomly selected coefficients and shops 

the code word emblem and coefficients. 

 

To get the note, a user queries k storage 

servers for the retained code word emblems and 
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coefficients and explains the linear scheme. 

Considered the case that n=a for repaired unchanging 

a. They showed that distributing each impede of a 

note to v randomly selected storage servers is 

sufficient to have a probability of 

a successful data retrieval where v=blnk, b>5a, and p 

is the order of the used group. The sparsity parameter 

v=blnk is the number of storage servers. The bigger 

is, the connection cost is higher and the thriving 

retrieval probability is higher. The system has light 

weight data confidentiality because an attacker can 

compromise k storage servers to get the message. 

 
In supplement to storage servers, their 

scheme comprises of key servers, which hold 

cryptographic key portions and work in a distributed 

way. In their scheme, stored notes are encrypted and 

then encoded. To get a message, key servers query 

storage servers for the client. As long as the number 

of accessible key servers is over a threshold t, the note 

can be successfully retrieved with a swamping 

likelihood. 
 

B. Proxy re-encryption scheme: 
In a proxy re-encryption design, a proxy 

server can transfer a cipher text under a public key 

PKA to a new one under another public key PKB by 

using the re-encryption key. The server does not know 

the plaintext during transformation. Messages are first 

encrypted by the owner and then retained in a storage 

server. When a user wants to share his notes, he 

drives a re-encryption key to the storage server. The 

storage server re-encrypts the encrypted notes for the 

authorized user. Therefore, their scheme has facts and 

figures confidentiality and supports the facts and 

figures forwarding function. Our work farther 

integrates encryption, re-encryption, and encoding 

such that storage robustness is strengthened. 

 

 
Fig 1. General System Model 

 

Type-based proxy re-encryption schemes 

suggested by Tang, provide a better granularity on the 

allocated right of are-encryption key. A user can 

decide which kind of notes and with whom he wants 

to share in this kind of proxy re-encryption designs. 

Key-private proxy re-encryption schemes are 

suggested in a key-private proxy re-encryption design, 

given a re-encryption key, a proxy server cannot work 

out the persona of the recipient. This kind of proxy re-

encryption designs provides higher privacy assurance 

against proxy servers. Although most proxy re-

encryption designs use pairing operations, there exist 

proxy re-encryption designs without pairing. 

 

Integrity ascertaining Functionality 

Another significant functionality about cloud storage 

is the function of integrity checking. After a client 

shops data into the storage system, he no longer 

possesses the data at hand. The client may desire to 

ascertain if the facts and figures are correctly stored in 

storage servers. The concept of provable facts and 

figure possession and the idea of verification of 

storage are proposed. Subsequent, public audit ability 

of retained facts and figures is addressed in regardless 

all of them consider the messages in the clear text 

form. 

 

C. Time Based proxy re-encryption scheme: 

The time based proxy re-encryption designs 

is more suitable to submissions where the tie span of 

validity of each user’s get access to right is 

predetermined and coarse-grained time accuracy is 

satisfactory. 

 

If a data proprietor likes to revoke a client 

from the system at any time, then the designs 

suggested are better alternatives. Security form 

assumes that the CSP will not collude with malicious 

users. Updating the access to time associated with 

facts and figures to the time of obtaining a facts and 

figures access. If the CSP colludes with the malicious 

users, it may always revise the get access to time to a 

forgery time, so that the revoked users can receive 

data utilizing their overdue keys. 
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Fig 2. Time Based Encryption 

 

For secure and to reduce the time 

consumption the time based scheme separate the 

levels of user like general user, recommended user 

and most recommended user. The general users are 

who are using the server rarely and not provide the 

requested data as soon as possible. Recommended 

users gain the access of data directly from the owner 

of the data; they utilize the server 50 percentage. Most 

recommended user will directly access the data from 

cloud server without any delay. By the level of user 

category the time consumption of cloud server usage 

is reduced. Splitting of data during the encryption 

process and it is joined during the downloading the 

data at the user side. 

 

III. SYSTEM MODEL 

 

System form comprises of users, n storage 

servers SS1,SS2, . . . ,SSn, and m key servers 

KS1,KS2, . . . ,KSm. Storage servers supply storage 

services and key servers provide key administration 

services. They work individually. Our distributed 

storage scheme comprises off our stages: scheme 

setup, data storage, data forwarding, and facts and 

figures retrieval. These four stages are described as 

pursues. 

 
In the system setup stage, the scheme 

supervisor chooses scheme parameters and publishes 

them. Each client A is allotted a public-secret key pair 

(PKa, PKb). Client A circulates his secret key SKA to 

key servers such that each key server KSi retains a 

key share 𝑆𝐾𝐴,𝑗,1<i<m the key is distributed with a 

threshold t. 

 
In the data storage phase, user A encrypts 

his message M and dispatches it to storage servers. A 

message M is decomposed into k blocks m1; m2; . . 

.;mk and has an identifier ID. Client A encrypts each 

impede mi into a cipher text Ci and drives it to v 

randomly selected storage servers. Upon receiving 

cipher texts from a client, each storage server linearly 

blends them with randomly chosen coefficients into a 

codeword symbol and shops it. Note that a storage 

server may obtain less than k note blocks and we 

suppose that all storage servers understand the worth 

k in advance. 

 
In the data forwarding phase, client A, 

ahead his encrypted message with an identifier ID 

retained in storage servers to client B such that B can 

decrypt the forwarded message by his mystery key. 

To do so, A values his mystery key SKA and B’s 

public key PKB to compute a re-encryption 

key𝑅𝐾𝐼𝐷A→ 𝐵and then drives to all storage servers. 

Each storage server uses the re-encryption key to re-

encrypt its code word emblem for later retrieval 

demands by B. The re-encrypted code word symbol is 

the combination of cipher texts under B’s public key. 

In order to differentiate re-encrypted code word 

emblems from intact ones, we call them initial code 

word emblems and re-encrypted code word emblems, 

respectively. 

 

In the data retrieval phase, client A 

demands to retrieve note from storage servers. The 

note is either stored by him or forwarded to him. 

Client A drives a retrieval demand to key servers. 

Upon receiving the retrieval request an executing a 

proper authentication process with client A, each key 

server KS demands u randomly selected storage 

server to get code word emblems and does partial 

decryption on the received code word symbols by 

utilizing the key share SKA eventually, client A 

blends the partially decrypted code word emblems to 

obtain the initial note M. 

 

In the time based proxy re-encryption 

scheme, the data owner more security parameter as 

input to generate the public key, master key and secret 

key. The facts a and figures proprietor benefits the 

system public key, the system expert key, the root 

mystery key, client public key, and effective time 

span to generates user persona secret key and time-

based user secret key. A new user with public key 

joins the system, the data owner, first assigns a set of 

attributes and a set of time periods to the user. 

 

A. Thread Model: 

Address facts and figures confidentiality for 

both facts and figures storage and facts and figures 

forwarding. In this threat model, an attacker likes to 

shatter facts and figures confidentiality of a target 

client. To do so, the attacker colludes with all storage 
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servers, non target users, and up to (t-1) key servers. 

The attacker investigates stored notes in storage 

servers, the secret keys of non target users, and the 

shared keys retained in key servers. Note that the 

storage servers shop all re-encryption keys provided 

by users. The attacker may try to develop a new re-

encryption key from retained re-encryption keys. We 

formally model this strike by the benchmark chosen 

plaintext strike1 of the proxy 

 
A cloud storage scheme modeled in the 

above is secure if no probabilistic polynomial time 

attacker wins the game with a non negligible benefit. 

A protected cloud storage scheme suggests that an 

unauthorized user or server will not get the content of 

retained messages, and a storage server cannot 

generate re-encryption keys by himself. If a storage 

server can develop a re-encryption key from the target 

client to another client B, the attacker can win the 

security game byre-encrypting the cipher text to B 

and decrypting the encrypted cipher text utilizing the 

mystery key SKB. Thus, this model locations the 

security of data storage and data forwarding. 

 

A clear-cut solution to carrying the facts and 

figures forwarding function in a circulated storage 

system is as follows: when the owner A wants to 

ahead a note to user B, he downloads the encrypted 

note and decrypts it by utilizing secret key. He then 

encrypts the message by B’s public key and uploads 

the new cipher text. When B wants to get the 

forwarded note from  

 

A, downloads the cipher text and decrypts it 

by his secret key. The whole facts and figures 

forwarding method needs three connection rounds for 

A’s downloading and uploading and B’s 

downloading. The communication cost is linear in the 

extent of the forwarded note. The computation cost is 

the decryption and encryption for the owner A, and 

the decryption for client B. 

 

Proxy re-encryption schemes can 

considerably decline communication and computation 

cost of the proprietor. In a proxy re-encryption 

scheme, the proprietor sends a re-encryption key to 

storage servers such that storage servers perform 

there-encryption operation for him. Therefore, the 

connection cost of the owner is unaligned of the 

extent of forwarded note and the computation cost of 

re-encryption is taken care of by storage servers. 

Proxy re-encryption designs significantly reduce the 

overhead of the facts and figures forwarding function 

in a protected storage system. 

 

IV. CONSTRUCTION OF SECURE 

CLOUD STORAGE SYSTEM 

 

Bilinear map. Let G1 and G2 be cyclic 

multiplicative assemblies with a prime order p and g 

G1 be a generator. A chart and has the properties of 

bi-linearity and non- degeneracy. 

 
A. Decisional bilinear diffie-hellman assumption: 

This assumption is that it is computationally 

infeasible to differentiate the distributions and where. 

Formally, for any (g, 𝑔𝑥,𝑔𝑦,𝑔𝑧,𝑒~(𝑔𝑔)𝑥𝑦𝑧) 

probabilistic polynomial time algorithm A, the 

following is negligible address that the note domain is 

the cyclic multiplicative assembly G2 described 

overhead. An encoder develops a generator matrix 

G=[𝑔𝑖,𝑗] as pursues: for each strip, the encoder 

randomly selects an application and randomly groups 

to the application. The encoder does again this step v 

times with replacement for each strip. An application 

of a row can be selected multiple times but only set to 

one value.  

 

The standards of the rest entries are set to 0. 

The encoding method is to develop (w1,w2,...wn) 

where j=𝑚1𝑔1−𝑗𝑚2𝑔2−𝑗…𝑚𝑘𝑔𝑘−𝑗. The first step of 

the decoding process is to compute the inverse of a k* 

k sub matrix K of G. Last step of the decoding 

process is to compute for1 ≤ i ≤ k. Client A stores two 

messages m1 and m2 into four storage servers. When 

the storage servers SS1 and SS3 are accessible and the 

K* K sub matrix K is invertible, client A can decode 

m1 and m2from the code word emblems w1; w3 and 

the coefficients (g1, 1, 0), (0, g2, 3). 

 

 
V. CONCLUSION 

 

In this paper, we address a cloud storage 

system consists of storage servers and key servers. In 

existing system threshold proxy re-encryption design 

and erasure ciphers over exponents, carries encoding, 

forwarding, and partial decryption operations in a 

distributed way. To decrypt a note of k blocks that are 

encrypted and encoded to n code word emblems, each 

key server only has to partially decrypt two code word 

emblems in our system. 

 

Proposed used the time based re-encryption 

scheme to achieve fine-grained access command and 

scalable client revocation in a cloud environment. 

This scheme endows each user’s get access to right to 

be effective in a pre-determined time span of time, 

and enable the CSP to re-encrypt cipher texts 

mechanically, founded on its own time. Thus, the data 



International Journal of Emerging Technology in Computer Science & Electronics (IJETCSE) 
ISSN: 0976-1353 Volume 7 Issue 1 –MARCH 2014. 

 

206 
 

owner can be offline in the method of user 

revocations.  
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