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Abstract- Disruption Tolerant Networks (DTNs) use 

the mobile nodes and opportunistic contacts among 

nodes for data communication. There is a limitation 

in bandwidth and buffer space, DTNs is vulnerable to 

flood attacks. Attackers send many packets or 

replicas to the network, to reduce the limited 

network resource. So rate limit is used to secure 

against flood attacks in DTNs, such that each node in 

a network has a limit over the number of packets that 

it can generate in each time interval and limit over 

the number of replicas that it can generate for each 

packet. A distributed scheme is introduced to detect 

if a node has violated its rete limit. In DTNs it is 

difficult to count the number of packets sent by a 

node, so it is important to introduce the technique 

called Claim-Carry-and-Check. The claim structure 

uses pigeonhole principle. If the attackers send the 

packets within the rate limit it is difficult to identify 

the flooded packets, depends upon the packet count 

private key should be generated. This results shows 

that these techniques can be used to prevent against 

flood attacks effectively and efficiently in DTNs. 

 

Index Terms- Rate Limit, Flood Attacks, Detection, 

Private Key. 
 

1. INTRODUCTION. 

Disruption Tolerant Networks (DTNs) consists of 

mobile nodes. It exploits the intermittent 

connectivity between mobile nodes to transfer data. 

Two nodes exchange data when they move into the 

transmission range of each other, due to lack of 

consistent connectivity. Thus DTNs utilize the 

contact opportunity for data forwarding with 

“Store-Carry-and-Forward”; i.e when a node 

receives some packets it stores these packets into its 

buffer, it will carry those packets until it contact ano 

ther node, and then forwards the packets to the node 

(fig 1). It provides hop-by-hop. If the next contacted 

node doesn’t receive packets, it can easily retain 

those packets from its previous node.  

It is a main advantage of DTNs by using this 

method called Store-Carry-and-Forward. Because 

of mobility the duration of contact may be short. 

Due to wasted transmission (bandwidth), mobile 

node has limited buffer space. There is a limitation 

in bandwidth and buffer space. So DTNs are 

vulnerable to flood attacks. In order to collapse the 

network, the selfishly motivated attackers inject 

many packets or the replicas of the same packets as 

possible in to the networks. There are two types of 

flood attacks: Packet flood attacks and Replica 

flood attacks. Flooded packets and replicas wasted 

the bandwidth and buffer space and this attack will 

degrade the network service provided to good 

nodes. Moreover mobile nodes spend much energy 

on transmitting/receiving flooded packets or 

replicas which may shorten their battery life. 
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Fig 1: DTNs Store-Carry-and-Forward. 
 

Therefore, it is important to secure DTNs against 

flood attacks. Rate Limit is used to prevent against 

flood attacks. In this approach each node has a limit 

over a number of packets that it has sent by a node, 

can send into the network in each interval time. 

Each node has a limit over a number of replicas that 

it can generate for each packet. If a node has break 

up its rate limit, it will be detected and data traffic 

will be detected. In this way the flood attacks can be 

avoided in DTNs. The main aim is to detect if a 

node has violated its rate limit. In the internet and 

telecommunication network has egress router and 
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base station can account each user’s traffic, so it is 

easy to find, if there is violation in its rate limit. 

Hence, it is challenging in DTNs due to lack of 

communication infrastructure and consistent 

(constant) connectivity. Even though it provides 

opportunistic contacts [nodes can communicate 

directly with each other]. Since a node moves around 

and may send data to any contacted node, so it is very 

difficult to find the number of packets or replicas 

sent out by this node. 

To count the number of packets sent by a node, 

use a method called Claim-Carry-and-Check. Each 

node itself count the number of packets or replicas 

that it has sent out, and claims the count to another 

node, the receiving nodes carry the claims when they 

contact and cross-check if these claims are constant. 

If the attacker floods more packets or replicas than its 

rate limit, it has to use the same count in more than 

one claim according to pigeonhole principle [the n 

number of items are put into m number of boxes with 

n>m] and this inconsistent may lead to detection. 

When the attackers send the packets or replicas 

within the rate limit private key should be generated 

by Trusted Authority (TA). Depends on the packet 

count key should be generated. TA generates both 

private key and rate limit certificate. 

 

2. RELATED WORKS. 

 

This scheme bears some similarity with previous 

approaches [1] that detect node clone attack in sensor 

networks. To detect the attacker, both on the relay of 

identification of some kind of inconsistency. 

However, that approach has consistent connectivity 

which is unavailable in DTNs. Long delays of 

detections are also not handled. Wormhole attacks 

[2] are severe threat to normal network operation; it 

is detected by using forbidden topology. A malicious 

node records the packets at one place and channels 

into another colluding node, which replays them 

locally into the network. The blackhole attack [3] in 

which malicious node forge routing metrics to attract 

the packets and drop all received packets.  

Message delivery is in sparse Mobile Ad-hoc 

Networks (MANETs) is difficult due to the fact 

that the network is rarely connected, here ego 

networks can be used [4]. When the sending and 

receiving nodes have low connectivity and routing 

outperforms PROPHET routing. There are several 

other reasons to avoid authentication schemes [5] 

for DTNs.  

 

Such mechanisms imply administrative 

registration and key distribution ahead of 

deployment; however, DTNs can span hundreds 

of miles and many administrative domains, 

having a common or cooperative administrative 

authority for all users is unwieldy. MobiCent, [6] 

a credit-based incentive system for DTN. It 

allows the underlying routing protocol to 

discover the most efficient paths, it is also 

incentive compatible. Therefore, by using 

MobiCent, rational nodes will not purposely 

waste transfer opportunity or cheat by creating 

non-existing contacts to increase their rewards. 

Also introduced a scheme to detect resource 

misuse attack detection [7] in DTNs. If there any 

deviation in the expected behavior, it should 

noticed by the DTNs to detect an attack. A few 

recent works also address security issues in 

DTNs. 

 

3.  DEFENDING SCHEMES AGAINST 

FLOOD ATTACK DETECTION IN DTNs. 

 

3.1 Network Model. 

 

The contact duration will be short in DTNs, so a 

large data item is usually splits into smaller number 

of packets to facilitate data transfer. All packets 

have predefined size. It is impractical to allow 

unlimited delays in DTNs because the allowed 

delay of packet delivery is usually long. 

Each packet has a lifetime, the packet become 

meaningless after the lifetime ends and it will be 

discarded. The main aim is reduce the time of 

detection of attack and to avoid the flood attacks. 

 

3.2 Setting the Rate Limit (L). 

 

Request approve Style is used to set the rate limit. 

When the user is ready transfer their packets into 

the network, request for rate limit to a Trusted 

Authority (TA). Network operator is acted as TA. 

In this request the user specifies the appropriate 

value of L based on the prediction of the traffic 

demand. If TA approves the user request.  
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Depending upon the packet size rate limit 

certificate should be issued which can be used by the 

user to prove the legitimacy of the rate limit.  

TA send RL certificate to each node. This 

certificate includes node ID, its approved rate limit 

L, validation time of certificate and TA’s signature. 

 

3.3 Idea about Claim-Carry-and-Check. 

 

3.3.1 Packet Flood Detection. 

 

     To detect the attacker violates the rate limit L, so 

count the unique packets that each node as a source 

has generated and sent out in current interval. Since 

the node can contact any time and place the packets, 

no other way is to monitor all sending activities. To 

address this challenge, the node itself counts the 

packets that it has transferred through the network by 

using this method. 

     So it is easy to identify if the packets violates its 

rate limit. If it is greater than the real value there is a 

clear indication of an attack. The claimed count must 

have been used by the attacker in another claim 

which is guaranteed by pigeonhole principle. This 

principle shows how Claim-Carry-and-Check 

process should be done to count number of packets, 

Due to lack of infrastructure this process should be 

used. 

 

3.3.2 Replica Flood Detection. 

 

It is used to detect that the attacker forwards a 

buffered packet more times than its limit L. When 

the source node or intermediate hop transmits the 

packet to its next hop, it claims the transmission 

count which means the number of times the packet 

has been transmitted; it includes the current 

transmission count.  

If the node is a source, the next hop can know the 

nodes rate limit L for the packet to ensure that the 

claimed count is in correct range. Thus, if an attacker 

transmits more than l times, it must claim a false 

count and clear indication of an attack in DTNs as 

used in packet flood. 

 

3.4 Claim Construction. 

 

Two pieces of metadata are added to each packet.  

Packet count claim (P-Claim) and Transmission 

count claim (T-Claim) are used to detect packet 

and replica flood attacks. 

 

 

 

3.4.1 P-Claim. 

 

P-Claim is added by the source and transmitted to 

later hops along with the packet. When the 

contacted node receives the packet, it verifies the 

signature of P-Claim and checks the value of packet 

count (Cp). If Cp is larger than the rate limit it 

discards the packet, otherwise it stores as P-Claim. 

 

3.4.2 T-Claim. 

 

    It is generated and processed hop-by-hop. There 

is a sequence increment in T-Claim (1,2..) it also 

includes the current transmission count. When the 

packets transmitted from one hop to another hop 

(node) it will increase its T-Claim’s count. If there 

is any inconsistency in both claims, there is a clear 

indication of an attack. 

    Here sampling is used to reduce the 

communication cost by exchanging both claims and 

also to increase the probability of attack detection 

redirection is used. Both sampling and redirection 

is used for P-Claim and T-Claim to detect 

probabilistically in the network. T-Claim should 

count from starting node and increment 

continuously. This (fig 2) diagram shows the flow 

of the flood attack detection in packets. 

 

3.5 Private Key Generation. 

 

If the attacker send the packets within the rate 

limit there is no indication of attack. If the packets 

transmits within the rate limit in the network, 

private key should be generated by Trusted 

Authority (TA). 

 Depending upon the packet count TA will 

generate the private key. If the node 

transmits the packet in the network. 

 It can able to verify and match the key 

value; because each node has a private 

key value.  

 The attacker cannot able to identify the 

private key. For additional security 
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purpose the private key should be 

generated.  

By using blowfish algorithm private key value 

should be generated. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

            Fig 2: Architecture Diagram. 

 

4. EXPERIMENTAL RESULTS. 

 

This graph shows that the existing and proposed 

system time variation. Existing system consumes 

more time than proposed system. Time variation 

shoes in milliseconds. Different types of routing 

should be used to transfer the packets from one node 

to the other node.The routing algorithms are Simbet 

routing, Spray and wait routing, Single copy 

routing, Propagation routing, Spray and focus 

routing and multicopy routing. In these graph the 

attacker detection time should be reduced by using 

the defending (Fig 3) schemes in DTNs. 

 

 

 
Fig 3: Scheme Vs Execution Time 

 

 

5. CONCLUSION. 

 

In this paper, rate limiting to mitigate flood 

attacks in DTNs and also identify the attackers who 

send the packets within the rate limit by generating 

private key. And also use Claim-Carry-and-Check to 

probabilistically detect the violation of rate limit in 

DTNs environments. Efficient constructions to keep 

communication, computation, storage cost low. 

These schemes are effective to detect flood attacks 

and it achieves such effectiveness in an efficient 

way. Thus this schemes works in distributed manner, 

which well fits the environments of DTNs. Besides, 

it can tolerate a small number of attackers to collude. 
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