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Abstract— From recent years, social network have amazing 

advance and become a factual gateway for many billions of 
Internet users. The shortage of privacy handling gives in 
existing mechanism of Social Media framework that makes 
users incapable to manage to whom information share or to 
whom not. Single policy that merges the privacy preferences of 
multiple users will facilitate to solve the problem of these kinds. 
To merge multiple users personal privacy preferences that 
aren't easy task these security preferences might clashes. These 
approaches have to get clearly how end users would really agree, 
in order to provide agreeable solution to the conflict. 
Preferences of just one party risks need to fixed ways in which 
privacy preferences. To encourage different users concessions 
and agreements, the primary process mechanism that adapts to 
completely different scenario which is used for the resolution of 
conflicts for multi-party privacy management in Social Media in 
order to determine what number of times every approach 
matched users’ behaviour.    

 
Index Terms—Privacy, Social Media, Survey, privacy 

management 
 

I. INTRODUCTION 

  Social media sites have an extensive presence in nowadays 
society. User can learn a lot of useful information about 
human behaviour and interaction by paying attention to the 
information and relations of social media users. This 
information can be open or private. Ensuring the private data 
of the clients in informal organizations is a genuine concern.  
To different method to solve these privacy conflicts. As of 
late we have been viewing a huge increment in the 
development of on-line social systems. OSNs empower 
individuals to share individual and open data and make social 
associations with companions, relatives and different people 
or groups. Notwithstanding the fast increment in the 
utilization of interpersonal organization, it raises various 
security and protection issues. While OSNs permit clients to 
confine access to shared information, they as of now don't 
give any component to thoroughly authorize security issue 
solver connected with different clients. The proposed 
technique executes an answer for encourage cooperative 
administration of regular information thing in OSNs.  
Daily and continuous communications imply the exchange of 
several types of content, including free text, image, and audio 
and video data. According to Facebook statistics average user 
creates 90 pieces of content each month, whereas more than 
30 billion pieces of content are shared each month. The huge 
 

 

and dynamic character of these data creates the premise for 
the employment of web content mining strategies aimed to 
automatically discover useful information dormant within the 
data. They are instrumental to provide an active support in 
complex and sophisticated tasks involved in OSN 
management, such as for instance access control or 
information filtering. Information filtering has been greatly 
explored for what concerns textual documents and, more 
recently, web content. However, the aim of the majority of 
these proposals is mainly to provide users a classification 
mechanism to avoid they are overwhelmed by useless data. In 
OSNs, information filtering can also be used for a different, 
more sensitive, purpose. This is due to the fact that in OSNs 
there is the possibility of posting or commenting other posts 
on particular public/private areas, called in general walls 
Information and communication technology plays a 
significant role in today’s networked society. It has affected 
the online interaction between users, who are aware of 
security applications and their implications on personal 
privacy. There is a need to develop more security mechanisms 
for different communication technologies, particularly online 
social networks. Information filtering can therefore be used to 
give users the ability to automatically control the messages 
written on their own walls, by filtering out unwanted 
messages. Today OSNs provide very little support to prevent 
unwanted messages on user walls. For example, Facebook 
allows users to state who is allowed to insert messages in their 
walls. However, no content-based preferences are supported 
and therefore it is not possible to prevent undesired messages, 
such as political or vulgar ones, no matter of the user who 
posts them. 

II.  2. RELATED WORK 

Unparalleled development in the use of Online Social 
Networks. For instance, Facebook, LinkedIn and twitter to 
illustrative informal community destinations, guarantees that 
it has more than 600 million dynamic clients and more than 40 
billion sections of shared substance of all month, counting site 
url joins, news articles, stories blog entries, individual notes 
and photograph collections. Due to this development many 
privacy issues occurs in front of the social media user. This 
section discusses the different work and issues handled until 
now. 

A. Multi-Party Privacy Risks in Social Networks 

 As the popularity of social networks expands, the 
information users expose to the public has potentially 
dangerous implications for individual privacy. While social 
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networks allow users to restrict access to their personal data, 
there is currently no mechanism to enforce privacy concerns 
over content uploaded by other users. As group photos and 
stories are shared by friends and family, personal privacy goes 
beyond the discretion of what a user uploads about himself 
and becomes an issue of what every network participant 
reveals. In this project, we examine how the lack of joint 
privacy controls over content can inadvertently reveal 
sensitive information about a user including preferences, 
relationships, conversations, and photos. Specifically, we 
analyze Facebook to identify scenarios where connecting 
privacy settings between friends will reveal information that 
at least one user intended remain private. By aggregating the 
information exposed in this manner, we demonstrate how a 
user's private attributes can be inferred from simply being 
listed as a friend or mentioned in a story. To mitigate this 
threat, we show how Facebook's privacy model can be 
adapted to enforce multi-party privacy. We present a proof of 
concept application built into Facebook that automatically 
ensures mutually acceptable privacy restrictions are enforced 
on group content. 

Privacy restrictions form a spectrum between public and 
private data. On the public end, users can allow every 
Facebook member to view their personal content. On the 
private end, users can restrict access to a speci_c set of trusted 
users. Facebook uses friendship to distinguish between 
trusted and untrusted parties. Users can allow friends, friends 
of friends, or everyone to access their pro_le data, depending 
on their personal requirements for privacy. [1]. 

B. B. Relationship-Based Privacy Mechanisms for Social 
Network Services. 

Social networking services (SNSs) such as Facebook or 
Twitter have experienced an explosive growth during the few 
past years. Millions of users have created their profiles on 
these services because they experience great benefits in terms 
of friendship. SNSs can help people to maintain their 
friendships, organize their social lives, start new friendships, 
or meet others that share their hobbies and interests. However, 
all these benefits can be eclipsed by the privacy hazards that 
affect people in SNSs. [2] 
People expose intimate information of their lives on SNSs, 
and this information affects the way others think about them. 
It is crucial that users be able to control how their information 
is distributed through the SNSs and decide who can access it. 
This paper presents a list of privacy threats that can affect 
SNS users, and what requirements privacy mechanisms 
should fulfill to prevent this threats.[3] Then, we review 
current approaches and analyze to what extent they cover the 
requirements. 

III.  PROPOSED SCHEME OF WORK 

Despite the efforts in the fields mentioned above, other 
important issues have been explored include user privacy, 
trustworthiness and context-aware recommendation. One of 
user concerns to use recommender systems freely and 
comfortably is user privacy. Users are usually reluctant to 
disclose their private information such as purchase, reading, 
browsing records. However, most current filtering algorithms 
need to obtain user private information for further analysis 

and recommendation services. Some work has studied on how 
to protect user privacy in recommender systems .Current 
filtering techniques assume that user ratings are trustable and 
treat all users equally. However, some may argue that the 
opinions of experts should be more emphasized than that of 
novices.[4]  
The main goal of the system is to design an online message 
filtering system that is deployed at the OSN service provider 
side. Once deployed, it inspects every message before 
rendering the message to the intended recipients and makes 
immediate decision on whether or not the message under 
inspection should be dropped. The aim of the present work is 
therefore to propose and experimentally evaluate an 
automated system, called Filtered Wall (FW), able to filter 
unwanted messages from OSN user walls. We exploit 
Machine Learning (ML) text categorization techniques to 
automatically assign with each short text message a set of 
categories based on its content. First the message is filtered 
with filtering rules[5]. 

A. ADVANTAGES  

• Major difference include , a different semantics for 
filtering rules to better fit the considered domain, to 
help the users Filtering Rules(FRs) specification, the 
extension of the set of features considered in the 
classification process 

• Providing more privacy. 

 
 

Fig 1 : Propose System 

    With a specific end goal to discover an answer for the 
contention that can be satisfactory by all arranging clients, it is 
vital to represent how important is for each arranging client to 
allow/deny access to the clashing target client.   

Specifically, the go between appraisals how willing a client 
is change the activity (allowing/denying) she lean towards for 
an objective operator with a specific end goal to the 
contention and relative significance of the clashing target 
client. In the event that a client feels that a thing is 
exceptionally delicate for her, she will be less ready to 
acknowledge sharing it than if the thing is definitely not 
delicate for the user. 

IV.  SYSTEM MODEL 

A. FILTERING PROCESS 

In defining the language for FRs specification, we consider 
three main issues that, in our opinion, affect a message 
filtering decision. First, in OSNs like in everyday life, the 
same message may have different meanings and relevance 
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based on who writes it. As a consequence, FRs should allow 
users to state constraints on message creators. Creators on 
which a FR applies can be selected on the basis of several 
different criteria; one of the most relevant is by imposing 
conditions on their profile’s attributes. In such a way it is, for 
instance,  possible to define rules applying only to young 
creators or to creators with a given religious/political view.[6] 
Given the social network scenario, creators may also be 
identified by exploiting information on their social graph.  

B. BLACKLISTING PROCESS 

A further component of our system is a Blacklist (BL) 
mechanism to avoid messages from undesired creators, 
independent from their contents. BL is directly managed by 
the system, which should be able to determine who are the 
users to be inserted in the BL and decide when user’s 
retention in the BL is finished.[4] To enhance flexibility, such 
information is given to the system through a set of rules, 
hereafter called BL rules. Such rules are not defined by the 
Social Network Management, therefore they are not meant as 
general high level directives to be applied to the whole 
community. Rather, we decide to let the users themselves, i.e., 
the wall’s owners to specify BL rules regulating who has to be 
banned from their walls and for how long. Therefore, a user 
might be banned from a wall, and at the same time, he will not 
be able to post in the wall. 

C. MACHINE LEARNING-BASED CLASSIFICATION 

We address short text categorization as a hierarchical 
two-level classification process. The first-level classifier 
performs a binary hard categorization that labels messages as 
Neutral and Non-Neutral. The first-level filtering task 
facilitates the subsequent second-level task in which a 
finer-grained classification is performed. The second-level 
classifier performs a soft-partition of Non-neutral messages 
assigning a given message a gradual membership to each of 
the non neutral classes. Among the variety of multi-class ML 
models well-suited for text classification. 

V. PERFORMANCE STUDY 

A. PREPROCESSING  

The primary aim of the pre-processing phase is to remove 
from the input message all characters and terms that can 
possibly affect the quality of group descriptions. 

 
Pre-processing  
steps /** Phase 1: Preprocessing */  
for each document  
{ 
do text filtering; 
identify the document's language;  
apply stemming; 
 mark stop words;  

} 
Algorithm : 1: d← input message  
{ 
STEP 1: Preprocessing 
}  
2: for all d € D do  
3: perform text categorization  
4: if d!=null then Filter text for unwanted symbols  
5: apply stemming and mark stop-words in d; 
There are three steps to the preprocessing phase: Text 

filtering, Stemming and Stop words marking.[7]  
1)  Text filtering:  

In the text filtering step, all terms that are useless or would 
introduce noise in filtering process are removed from the 
input message. Among such terms are:  

HTML tags (e.g. <table>) and entities (e.g. &amp;) if any.  
non-letter characters such as "$", "%" or "#" (except white 
spaces and sentence markers such as '.', '?' or '!') Note that at 
this stage the stop-words are not removed from the input.  

2)  Stemming:  
Stemming algorithms are used to transform the words in 

texts into their grammatical root form, and are mainly used to 
improve the Information Retrieval System’s efficiency. To 
stem a word is to reduce it to a more general form, possibly its 
root. For example, stemming the term interesting may 
produce the term interest. Though the stem of a word might 
not be its root, we want all words that have the same stem to 
have the same root.[8]  

3) Elimination of Stop Words:  
After stemming it is necessary to remove unwanted words. 

There are 400 to 500 types of stop. To provide no useful 
information about the message. Stop-word removal is the 
process of removing these words. Stop-words account for 
about 20% of all words in a typical document. These 
techniques greatly reduce the size of the searching and 
matching each word in message. Stemming alone can reduce 
the size of an index by nearly 40%. [5] 

 

B. MATHEMATICAL MODEL  

Filtering Rules are customizable by the user. User can have 
authority to decide what contents should be blocked or 
displayed on his wall by using Filtering rules. For specify a 
Filtering rules user profile as well as user social relationship 
will be considered.  

 

VI.  CONCLUSION AND FUTURE WORK 

In this project, to present the first mechanism for detecting 
and resolving privacy conflicts in Social Media that is based 
on current empirical evidence about privacy negotiations and 
disclosure driving factors in Social Media and is able to adapt 
the conflict resolution strategy based on the particular 
situation. In a nutshell, the mediator firstly inspects the 
individual privacy policies of all users involved looking for 
possible conflicts. If conflicts are found, the mediator 
proposes a solution for each conflict according to a set of 
concession rules that model how users would actually 
negotiate in this domain. 



International Journal of Emerging Technology in Computer Science & Electronics (IJETCSE)  
ISSN: 0976-1353 Volume 24 Issue 10 – JULY 2017. 

                                                                              

9 

 

The research presented in this paper is a stepping stone 
towards more automated resolution of conflicts in multi-party 
privacy management for Social Media. As future work, we 
plan to continue researching on what makes users concede or 
not when solving conflicts in this domain. In particular, we are 
also interested in exploring if there are other factors that could 
also play a role in this, like for instance if concessions may be 
influenced by previous negotiations with the same negotiating 
users or the relationships between negotiators themselves. 
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