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Abstract— Conversational agents are the hot topic in the
computer science field now. The main aim is to haveatural
conversations indistinguishable from the humans usg
algorithms from machine learning and natural language
processing. Our project aims at a very important péce of this
conversational agent’s namely Dialogue recognitionA model
has been proposed to identify the dialogue given kihe user by
training a machine learning model and also a compason study
is provided between two popular machine learning elssifiers.

Index Terms— Conversational agents, Natural language
processing , Dialogue Recognition, Machine Learning.

I. INTRODUCTION

More and more companies are now resorting tautieeof
Chat bots to serve their customers. These Chaths
specific to the domain of the companies that emptam.
The main challenge of open domain conversationahtsgs
to generate human like responses based on the<titat are
given by the user and to guide the conversations in
meaningful way. Although there exists multiple algons
that can train a machine learning model to iden&fyd
generate responses. There still exists some aresraid the
system may not be accurate at all the time. Mo@atbots
like Amazon’s Echo , Apple’s Siri make use of maehi
learning to provide advanced information retriepalcesses
in which responses are based on analysis of tlhtsed the
web search, while some other Chatbots like ‘MitSukakes
use of pattern matching techniques to identifyuber intent
and generate appropriate responses.

II. DIALOGUE ACT RECOGNITION

The main aim of this subset
Conversational agents is to identify the user intdrhis
means to find out what the user has to say or goinvéhe
piece of text entered. Thus, this boils down teedatne the
function of the text/sentence of whether this ¢giastion or a
suggestion or an offer etc. The most common way
identifying this function is to build a statisticahachine
learning model based on some features extracted fhe
corpus. This model takes in the sentence as inglibatputs
the function that entry.

in the design of

M.
A. Bag of words

EXISTING MODELS

This model tends to ignore the structoréger, syntax
of the sentences and basically counts the occlwereheach
word in the entire corpus. This will generate aalmdary of
all the existing words in the corpus with their otau Each of
these word counts are counted as a feature. Thiiont is
that some words will be commonly occurring in s@pecific
class, For e: wh- words (ie: what, where...) mashmonly
occur in the class"Question” .The major disadvaatafjthis
model being that no importance is given to the word
—orderings in the sentence, as there can exissembtences
with exactly the same words but different meanings
whole-together.

B. Pattern matching

Sentences/text is treated as regulaesspns and can
be matched against the set of sentences thattzkeld and
exists in the agent’'s knowledge base. This tecknitpt only
is used for dialogue generation, but also for raspo
generation which is again another important sub$ehe
Conversational agent design. This is basically dosiag
regular expressions and wildcard characters. Eolztique is
used by the famous chatbot ‘Mitsuku’. namely AlMiLdrder
to classify the sentences and generate requirpdmess. The
major drawback of this model is that it cannot irdaything
on its own as for each and every sentence it hasawch the
entire knowledge-base, for finding the requiredqrat as the
size of knowledge-base increases the entire sqamtess
becomes an expensive approach.

IV. PROPOSEAPPROACH

Here we are proposing a model that takesarstructure
of the sentence/text given, and finds out the daséich the
sentence/text belongs to. We are again using a im@ach
qarning model to train the classifier and makirngmparison
study between two most commonly used classifienrs fo
dialogue recognition. This approach has been shown
figure-1.these entire process is divided into twages: The
feature extraction phase and the classifications@hahe
model has been explained in section and theodhmus used
and each phase is described respectively in th®sdizlow.



International Journal of Emerging Technology in Conputer Science & Electronics (IJETCSE)
ISSN: 0976-1353 Volume 25 Issue 6 — MAY 2018.

TEXT-CORPUS ( 259 pre-
classified set of sentences)
(.csv file)

PRE-DEFINED METHODS FOR FEATURE
EXTRACTION.

4{

(.py file)

FROM THE TEXT-GORPUS INDIVIDUAL SENTENCES|
IARE TAKEN AND FEATURES EXTRAGTED USING
[THE METHODS FROM PYTHON FILE

LOAD THE FEATURES IN A NEW .csv FILE AND IN THIS
FILE THE FEATURES WILL BE IN NUMERICAL FORM
ENTIRELY

TRAIN THE MACHINE LEARNING

MODEL WITH THE FEATURES

FROM THE .csv FILE
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PREDICTIONS

PREDICTED OUTPUT

Figure-1

A. The pos-triplet model

The text corpus consists of the sentetiashave been
labelled with all the possible sentence namely,stioe,
thanking, opening, closing, appreciation, statemédfdr each
of these statements they are pre-processed by negnthe
stop words and lemmatising the words whenever sacgs
This sentence is then converted to the pos tagshase pos
tags are broken down into consecutive triplets ta@img the
structure of the sentence intact, thus differimgrfithe bag of
word model. We then find out the set of most fretlye
occurring triplets in each class of the sentenckstéore it in a
list for further prediction purposes. If these legig occur in
any of the sentence classes that feature classreamented by
one. This process is repeated for all the sentemcdbe
corpus and the final feature vector is generateédinal this
feature vector is given to the supervised mach@zening
model that can be used further to predict the ctdsthe
text/sentence entered by the user.

B. Corpus

The parent corpus that is being useddsswitchboard
corpus with the SWBD-DAMSL tag set. The corpus tstss
of 1155 5 min-telephone conversations which arehéur

having 42 different dialogue types. But since weveha

classified the sentence to only six classes, rdatfam using
the entire corpus, utterances matching to our etagee taken
from this corpus and a subsidiary corpus for oudehds used
containing about 300 sentences classified intossparate
classes.

C. Features used

There are a total of 17 features thatexteacted from
each of the sentence in the corpus. These basiardsa
include:

b. The no of question marks that exists in the statéme
and if it exists it gives a high score for the digs
class and adds extra weight to gscore feature.

c. The count of the words in the original sentencetard
count of the words in the stemmed sentence (ier aft
pre-processing of the statement).

d. The set of pos tags such as NN, NNP, CD, PRPghat i
Nouns, Proper Nouns, Count-words (two,
two-hundred, etc.) and pronouns respectively each
acting as an own separate feature.

e. The id for each statement is a unique key for
identifying each sentence in the corpus uniquély th
is computed by calculating the hash value of the
sentence.

D. Classification

The feature vector is given to a machiearding
classifier and initially Random Forest Classifiebeing used
to train the model, this classifier is chosen beegurediction
involves Multiple classes and the size of the ddté®ing
comparatively smaller. The same dataset was aispett
with the most popular machine learning these diassiare
noted in the below section.

V. RESULTS
After training the dataset, the most commonly
occurring triplets for each of the sentence classze
noted as below in Table. 1.

SENTENCE POS TRIPLETS
CLASSES

Question WP-VBP-PRP
Appreciation NNS-RB-JJ
Thanking NNP-PRP-IN
Opening NNP-NN-NN
Closing VBG-TO-PRP
Statements VBG-NN-PRP

TABLE .1

A. Dialogue act classification

We observed the most frequently occgriims

— triplet from the training dataset given to the
supervised machine learning model, and since becaus
the training dataset consisted of only 300 claessifi
sentences the frequency of the these triplets were
considerably small. According to these triplets the
features were extracted from the corpus and apfied
the classifier. By using the random forest classifi
model, after training the model, the model gave an
accuracy of 94.5%.this was because of the

a. The scores for each of the class that is obtained §onsiderably low size of the dataset, but the jotétis

comparing the pos-triplets, namely gscore (fo
guestions statements), tscore (for thankinﬁl

statements) and so on for all the six classes.

yere not up to the mark. There were wrong predistio
ade for many of the sentences given to the madél,
is was probably because of the unevenness’ of the
sentence classes given in the dataset (ie:more
sentences were given for class “Appreciation” as
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compared to other classes).but a descent classdigr
modelled using the random forest classifier.
B. Comparison with svm classifier

The same dataset was classified with itiesat
svm classifier and with the same dataset the acgura
score achieved was 84.9%.here also it was observed
that due to the un evenness’ of the classes iodimis,
the sentence class “Appreciation” was more
predominant .this model gave a lower accuracy score
compared to the random forest model and this is
mainly due to size of the corpus and if the corpus
would have been larger with more utterances, both
these
Models would have predicted in almost the same
manner.

VI. CONCLUSION

In this paper, we presented a neweahéor
feature extraction for the dialogue act recognition
problem using the pos-triplets against the known
models such as bag of words and pattern matchieg. W
trained the machine learning classifier with twawm
classifiers namely Random Forest model and the
Support vector machines and achieved the accuracy
score of 94% and 84.9% respectively. The model was
trained against a hand-made corpus of text/serdence
that was pre-classified into six separate clasths.
main basic advantage of this model is that it prese
the structure of the sentence rather than justizing
the frequency of the occurrence of the words
throughout the corpus. This rather makes the tecieni
more useful as compared to its counterparts.
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