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Abstract— The storage space and transmission time
for images had become very high due to the usage
of internet applications. In order to reduce both
space and time and to increase the transmission
speed, image compression techniques are applied.
The main objective of the study is to design and
implement different zigzag scanning paths.
Different types of zigzag scan paths namely
ZzRotatelLeft90°, ZzRotateRight90°,
ZzRotate180°, ZzVertical are used here. The
performance analysis of the scanning paths is done
based on the two factors PSNR (Peak Signal Noise
Ratio) and CR (Compression Ratio).

Index Terms— Image compression, Zigzag scan,
PSNR, CR(key words)

|I. INTRODUCTION

Images are easier to represent and interpret teah t
documents. But images occupy more space while dmaglithg
or uploading for internet applications. The storagace and
time becomes more complex due to huge size. Iir todeduce
the size and time some image compression technigues
applied. Some of the applications of image comjoaesse TV
broadcasting, remote sensing, radar, teleconfargneieather
maps, geological surveys, etc. There are threposes for
which the image compression technique is widelylugestly,

it greatly compresses the image for limitation odrage,
secondly it reduces the amount of information fansmission
over the network and lastly it removes redundafdrination
that can be very useful in pattern recognition.

Generally image compression techniques are dedsifto
two categories such as lossy and lossless compnessissless
compression techniques are used to compress thgedma
without changing any quality or content. Losslesshhiques
can be used for medical imaging, technical drawiatgs Lossy
techniques provide compression even at tolerabjeadation
in quality or content. Lossy compression technigquaesbe used
for natural images.

JPEG (Joint Photographic Experts Group) standaveldped
image compression technique named as JPEG image
compression which is a lossy type compression.JPEG
compression can be used for images where theregiadcual
change in their properties such as color, tonalagletc. JPEG
can be used for still images only. JPEG image cesgion
basically uses a technique known as DCT.

DCT (Discrete Cosine Transform) is mainly usedcimnverting

spatial components into frequency components iquieacy
domain. DCT is a robust method in image compressiuah is

used to compact or reduce highly related data.Dt€feases
information packing ability and reduces the compatel

complexity.

Procedure for Paper Submission
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II. LITERATURE SURVEY

The implementation of 2D-DCT along with quantizatiand  Original image is divided into blocks of 8 x 8.Fixalues of a
zigzag scan represented in a pipelined archited¢tufg@].The  black and white image range from 0-255 but DCTeisigned to
design of lossy compression algorithm for coloag®es using work on pixel values ranging from -128 to 127 .Téfere each
JPEG compression in [2]. Software algorithm hasnbeeblock is modified to work in the range. DCT matigxcalculated
developed and implemented to compress and decosnfites by equation (3.1). DCT is applied to each blocknyftiplying

. RELATEDWORK

given image using Huffman coding techniques in aTMAB the modified block with DCT matrix on the left atrenspose of
platform in [3].A simple entropy encoder algoritlgrproposed
and implemented which works on quantized coeffisiari the
discrete cosine transform in [4]. An image comgi@s
algorithm was comprehended using Matlab code, aodifiad

to perform better when implemented in hardware riletsen

language. The IMAP block and IMAQ block of MATLABas
used to analyse and study the results of Image @masion
using DCT and varying coefficients for compressioare
developed to show the resulting image and errog@afeom the
original images in [5].

The objective is to carry out the performance asialgf JPEG
on the basis of quantization tables [6]. The Nelatgorithm

had been used for the generation of quantizatige[]; and an
attempt has been made for the identification of Hweest

quantization table, because for digital image pseitgy (DIP),

it is necessary to discover a new quantizatioregahd achieve
better image quality than the obtained by the JB&@dard in
[6]. A stereo image is produced by taking two caaseland
recording the perspectives of the right eye andefieye using
different lenses in [7]. The left image is takenttaes reference
image and the disparity vectors between the tway@saare
estimated using the Block Matching Algorithm [7].h&
reference image is transformed using two-dimensidisarete

cosine transform (DCT-II) and quantized using thergization

matrix. The resulting matrix is compressed intoitastream

using arithmetic coding in [7].

A listless implementation of wavelet based blo@etcoding
(WBTC —Wavelet Based Truncation Coding) algorithin
varying root block sizes. WBTC algorithm improvés image
compression performance of set partitioning in dmehnical
trees at lower rates by efficiently encoding batfei and intra
scale correlation using block trees [8]. The cgdiechnique
used approximate matching technique along witlctimeept of
run length to encode the image data into a strdanteger data
in [9]. A method for the compression of medical gea using
hybrid compression technique (DWT, DCT and Huffman
coding been proposed). The objective of this hybademe is
to achieve higher compression rates by first apgl@WT and
DCT on individual components RGB in [10].

DCT matrix on its right.

The DCT transforms the data from the spatial dontaithe
frequency domain. The spatial domain shows the il of
the color. The frequency domain shows how quickig t
amplitude of the color is changing from one pixethe next in
an image file. DCT is applied to each block by nplying the
modified block with DCT matrix on the left and tspose of
DCT matrix on its right. DCT matrix is calculated,by
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Where,C, = i for u=0, G = Ootherwise

Cv =i forv=0, G = Ootherwise
Each block is then compressed through quantization
using the quantization table. After quantizatiorgsin
of the high frequency coefficients are zeros. Tpl@xk
the number of zeros, a zig-zag scan of the masrix i
used yielding to long string of zerd$ie following
equation (4.1) describes the quantization of
one 8x8 block after DCT.
0, v]}

Flu,vl
Fqucnr{% v) = Round
where Q(u,v) is the quantization table.
Some types of existing scan patterns are: Raster
Horizontal (RH) ScanThe image is scanned row by
row from top to bottom and from left to right withi
each row. Raster Vertical (RV) Scahhe image is

scanned column by column from left to right and ttmp
bottom within each column.

Snake Horizontal (SHScan This is a variant of the
Raster Horizontal Scan method described above. In
this method, the image is scanned row by row frop t

to bottom, and the rows are alternatively scannaah f

left to right and from right to left. Snake Verti¢®&V)
Scan This is a variant of the Raster Vertical Scan
method described above. In this method, the image i
scanned column by column from left to right and ttmp
bottom, and the columns are alternatively scanned
from top to bottom and from bottom to top as shawn
Figure.3.1.
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Figure 3.1 Raster Scanning Paths

Z - Horizontal Scan (ZH)In this the image is scanned
as a raster horizontal on2x2 block extending to
cover the entire image. Z - Vertical Scan (Z\f) this
the image is scanned as a raster vertical2rReblock
extending to cover the entire image. Zig-zag Or
Diagonal Scan (ZV)The image is scanned along the
anti-diagonals (i.e., line with constant row plagumn
value) beginning with the top-most anti-diagonack
anti-diagonal is scanned from the left bottom cotoe
the right top corner as shown in Figure.3.2.

Figure 3.2 Z Scanning Paths

Spiral Scanln this, the image is scanned from the outside
to the inside, tracing out a spiral curve starfiogn the top
left corner of the image and proceeding clockwise a
shown in Figure.3.3. Cross Scam this the image is
scanned using a cross @x3 block and the path is
recursively applied over the entire image as shawn
Figure.3.4.

Figure 3.3: Spiral Scan
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Figure 3.4 Cross Scan

PEANO-HILBERT SCAN:This scan method is due to
Peano and Hilbert, and is best described recuysag|
in Fjgure 3.4. This method requires the image tabe

x 2 image. Wherk is odd, the scan path starts at the
leftmost pixel of the first row and ends at thertedist
pixel of the bottom row.

Whenk is even, the path starts at the leftmost pixel of
the first row and end at the right-most pixel o trow.

In a Peano-Hilbert scan, the image,is scanned guadr
by quadrant. The scan path for €2 image fork =1,

2, and 3 is shown in Figure 3.5.

|

k=1 k=2 k=3

Figure 3.5 Peano-Hilbert scan at k=1, 2 and 3

The entropy coding is the final step of the JPEG
compression. A pre-processing is needed before the
entropy coding though. First the DC coefficientanfir

the adjacent 8x8 blocks have a strong correlation.
Their values are therefore most of the time veogel
and that is why it is more interesting to save dhby
difference between the DC terms in order to achieve
further compression. This is called the Differeintia
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Pulse Code Modulation (DPCM), it follows the given
equation :

DIFF =DC(N) — DEN — 1) with N = 1,
Deio) =0

The output obtained after DPCM and zig-zag scanning
is ready to be encoded using the Huffman coding
method. 8x8 blocks (which are now 1x64 blocks) are
encoded separately and the encoding is differant fo
the DC coefficients and the AC coefficients. The
entropy coding can be seen as two steps. Theofiest
called the run-level coding (RLC) converts the zag
sequence into an intermediate sequence of symbols
which will be converted into the final data streafm

bits in the second step.

Now all the processes till encoding are reversed, (i
Run length decoding, inverse zigzag scan, inverse
quantization, inverse DCT) to obtain compressed
image of same quality as the original image.

IV. PROPOSEDNORK

The proposed architecture is shown in figure 4He T
picture to be compressed is first padded in order t
have its height and width multiple of 8. The vaafe
the padded blocs is generally 255 (white) or Odlkla
After the padding, the image will be divided in tits

of 8 by 8.Each block will be treated separatelywNo
the divided blocks are used to extract RGB
components. Then the extracted component values are
used to apply DCT (Discrete Cosine Transform).The
resulting matrix is used for quantization using the
luminance quantization table used for JPEG
compression. Now the quantized matrix is further
applied through zigzag scan.
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Figure: 4.1 Proposed Architecture




This paper proposes various zigzag scanning patsh@avn decoding, inverse zigzag scan, inverse quantizatimerse
in figure 4.2. The output from zigzag scan will inesingle DCT(Backward DCT), image grouping to yield the
dimensional form. The scanned matrix is furtherduf® compressed image.

separation of AC and DC components. A) ZzRotateRight90:

The DC component is the value of zigzag scan mathi@re

both column and row values are zero and all theamgimg Scan starts at (0, 7) then moves to the next posiNow the
values are AC coefficients. Now the DC coefficieat® row value and column value gets decremented anéxé
encoded by DPCM (Differential Pulse Code Modulgtionscan. Again the scan moves to the decremented oo
which is given by the difference between the vadfighe the same row. In the next scan, column value andviadue
previous block and the current block. gets incremented. Now the row and column valueaget
hncremented. The scan now moves to the next rowthmit
same column. Now the scan path moves till the point
reaches the starting row. This process continlledltvalues

The AC coefficients are encoded by RLE (Run Lengt
Encoding) which is given or represented by the remuf
zeros obtained in each block. Now the encoded DCAM

values are further encoded by Huffman encodingetabhe are visited.
encode values are further applied to reverse psesesich as
+ -
8 ! ;/ 7/ /Z/ - V RESULTSAND ANALYSIS
Di v Tabulation of results is carried out for 3 test gaa namely
ili lena.jpeg, barbara.jpeg and couple.jpeg. Compnegaizior
is the factor by which the quantization matrix isltiplied.
N ) the factor by which th tizat trix isltiplied
The performance can be calculated by some measuring
i N LN N| 2 22 2 parameters CR, PSNR are measured. Compressiornr facto
decides the CR and hence the number of bits retjuoe
N e \I N N represent the compressed image.
N ~N Images 8:1 32:1 128:1
N é N )
RN A
Barbara 47.85 41.12 39.34
NN
i N RS NS S

Figure4.2:Zigzag Scanning Paths(ZzRotatelLeft90°, Couple 48.76 L.t 40.57

ZzRotateRight90°, ZzRotate180°, ZzVertical)

Lena 42.93 42.28 41.79
C) ZzRotate180:

Scan starts at (7, 7) then moves to the previosgipon. Now
Fhe row value gets decremented .and column value get Table: 5.1 Compression Ratio And PSNR
incremented at the next scan. Again the scan mtuvdise

decremented row but the same column. In the nean scln the following figure 5.1, the X axis indicate$et
column value gets decremented and row value getempression ratio and Y axis indicates PSNR. Cosgioa
incremented. Now the row value gets incremented armdgorithm for three different images for differeampression
column value gets decremented. The scan now moviiet factors is shown in figure 5.1.

previous column but the same row. Now the scan pates

till the pointer reaches the starting row. This qass 150
continues till all values are visited. 2

_ & 100 S —

D) ZzVertical: S Lena
@ 50 —
. g Couple

Scan starts at (7, 0) and moves to the next pasilow the g- 0
row and column value gets decremented. Again tla sc S ' ' i ——Barbara
moves to the decremented row but the same coluiow.thie cb-(.)\’ Q,\;‘PQ CS-QN
scan moves to incremented row and column. Agairstiag v N
moves to the incremented row and column value. filusess Peak Signal Compression Ratio(PSNR)
continues till all values are visited once. Figure: 5.1PSNR and Compression Ratio
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For the different images even if the compressitio ramains
same PSNR are found to be different. From thesdtsei
may be concluded that performance of JPEG willraotain
same for the given compression factor & it chanfjem
image to image. Compression ratio is given by,

Sizz of the oviginal image
Size of the compressed imags

Compression Ratio

The size of the original image is given by,
Size of the original image = height = width = 8

The second matric used for analysis in JPEG corpjmmess
PSNR(Peak Signal Noise Ratio) and is given by,

PINR =10 log 10

+ i

MSE

Where MSE is the Mean square error, defined as,
R-1w-1

MSE = ﬁz Z (G ) — K jn?

=0 j=0

Where | stands for the original picture, K the coegsed
picture and h, w are the height and width of thestures.
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Image After
‘ Zigzag Scan

[ Original Image

Im age After
ZzRotateRight90
Scan

Image After
ZzRotateLefto0
Scan

Image After
ZzRotatel 30 Scan

Image After
ZzVettical Scan

CompressedImage

Figure: 5.2 Paper art image after applying variozigzag
scan paths

The results for two images namely paper art andingn
foal after various types of zigzag scans are shovigures
5.2, 5.3.The standard images Barbara and Lenalgter
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results for compression ratio and peak signal naise.

The jpeg compression based on DCT is favourable for
reducing the overall processing time and the jpata d
based on compression domain is greatly reduced as
compared to the original data, so it is very usédéul
improving the efficiency of the system. Some of the
compression algorithm, to a certain extent, mehés t
requirement of the analysis and processing of e |
image data.DCT Compression technique can be apiglied
different JPEG images and different types of restdin be
obtained.

Image After
Zigzag Scan

Orignal Image

Image After Image After
ZzRotateLeft90 ZzRotateRight?0
Sean Scan

Image After
ZzRotatel 80 Scan

Image After
ZzVertical Scan

CompressedImage

Figure: 5.3 Running foal image after applying vaso
zigzag scan paths

V CONCLUSION
Image compression is an extremely important part of
modern computing. By having the ability to compress
images to a fraction of their original size, vallgabnd
expensive disk space can be saved. In addition,
transmission of pictures from a device to anotleeoines
easier and takes less time. The JPEG image conmress
algorithm provides a very effective way to compress
images with minimal loss in quality.

DCT is used for transformation in JPEG standardTDC
performs better in the context that it avoids blogk
artifacts which degrade reconstructed images. The
technique\ is particularly amenable to the desidn o
relatively simple, fast decoders and it can be asea key



component in compression. Test images are intrabuce
into quantization and zigzag scan process, whieldyi
better results.
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