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Abstract: 

  In position based routing, nodes require to keep current location of their nearest neighbors for making 

effectual forwarding decision.Occasional broadcasting transmission of small packets to have within the position 

of a point of the nodes is a accepted by most position based routing protocols to keep closest positions of node. 

We declare and express that occasional transmission of small packets  anyway of the node ability to move and 

traffic method in the network is not agreeable from  upgrade cost and performance of moving a packet of data 

from source to destination. We propose the Location Update (LU) strategy for position based routing, which 

robustly adjusts the perodic of location updates based on the ability to move activity of the nodes and the 

redirect method in the network. LU is based on two simple strategy: 1) nodes actions are harder to predict 

upgrade their locations increasing all the time, and (ii) nearest node redirect paths upgrade their locations 

increasing all the time. Experiments using the ns2 simulator for up to 200 mobile nodes show that the storage 

and bandwidth requirements of location grow slowly with the size of the network.  shows that LU can much 

reduce the upgrade cost and increase the moving data packets performance in conditions of packet rescue ratio 

and average end-to-end delay in evaluation with sporadic small packets and other proposed upgrading methods.  

 

Index Terms:MANET,georouting,wireless communication,POR,GPSR 

 

I. INTRODUCTION 

The emergent trends searching location and 

other positioning strategy, position based routing 

protocols are appropriate an attractive preference for 

use in MANET’s. The basic rule used in these 

protocols concern specify than small packets from 

among a nearest node, which is georouting nearby to 

the destination. Since the forwarding method is based 

fully on local information, it remove the need to form 

and uphold transmission of small packets for each 

destination. By asset of these kind, georouting 

protocols are decidedly scalable and for the most part 

robust to many changes in the system topology. 

moreover, since the forwarding method is made on the 

take off, each node constantly selects the best next 

hop based on the nearly everyone existing topology. 

Several studies have exposed these routing protocols 

offer considerable show improvements over location 

based routing protocols such as POR and GPSR[2]  

 

  The forwarding method in use in the afore 

mentioned georouting protocols requires the follow in 

sequence:  

1) the location of the ending destination of the packet 

and  

2) the location of a nearest node. 

To find the last, every one node interactions it 

have location information with its nearest node. This 

allows every one node to make a restricted map of the 

nodes within its neigbors, often referred to as the 

restricted topology. When a data packet is forwarded, 

the nodes which overheard the transmission will serve 

as forwarding candidates, and take turn to forward the 

packet if it is not relayed by the specific best 

forwarder within a specific period of time.  

These location update packets are usually 

referred to as small packets. In most geographic 

routing protocols, beacons are broadcast periodically 

for maintaining an accurate neighbors list at each 

node. Position updates are costly in many ways. Each 

update consumes node energy, wireless bandwidth. 

Packet collisions cause packet loss which in turn 
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affects the routing performance due to decreased 

accuracy in determining the correct local topology .A 

missing data packet do get retransmitted, but at the 

expense of improve end-to-end delay. Clearly, given 

the cost related with transmitting packets, it makes 

sense to adjust the frequency of packets upgrade to the 

node ablity to move and the traffic status within the 

network, somewhat next node a inactive sporadic 

upgrade procedure. conversely, for nodes that do not 

display important dynamism, sporadic broadcasting of 

small packets is inefficient. more, if only a minute 

fraction of the nodes are concerned in forwarding 

data, it is redundant for nodes which are positioned 

distant away from the forwarding conduit to node 

periodic small packets because these upgrade does not 

of use for forwarding the existing traffic. 

 

II.RELATED WORK: 

A forwarding nodes therefore needs to 

maintain these two types of locations. Many works, 

e.g., GLS [5], Quorum System [6], have been 

proposed to discover and maintain the location of 

destination. However, the maintenance of one-hop 

neighbors’ location has been often neglected. Some 

geographic routing schemes, e.g., [11], [12], simply 

assume that a forwarding node knows the location of 

its neighbors. While others, e.g., [1], [7], [8], use 

periodical beacon broadcasting to exchange 

neighbors’ locations. Most existing ad hoc routing 

systems distribute either topology information or 

queries to all nodes in the network. Some, such as 

DSDV [10], are proactive; they continuously maintain 

route entries for all destinations. Other techniques are 

reactive, and construct routes to destinations as they 

are required. This includes systems such as DSR [4], 

and AODV [3]. 

Grid’s main contribution compared to these 

works is increased scalability. They applied a similar 

mobility prediction scheme as [3] to GPSR and 

studied its impact of on the performance. However, 

they only use the prediction scheme to compute 

current position of neighbors and still  employed 

periodic beacon updates. Several other schemes have 

proposed strategies for reducing the routing overhead 

in location services, e.g. GLS, Quorum 

System.However, no one has yet addressed the issue 

of reducing the beacon updates. To the best of our 

knowledge, this is the first work to propose an 

adaptive beaconing strategy for geographic routing 

protocols. 

 

III. PROPOSED  WORK: 

A new way transmission of small packets 

strategy for position based routing protocols called 

Location  Updates strategy (LU). Our proposal 

eliminates the drawbacks of sporadic packets by 

modify to the method variations.LU incorporates  

rule  for triggering the packets upgrade method.  

The first rule, referred as Node Information 

(NI), uses a simple node create and ability to move 

assess when the locality information transmit in the 

previous data packets becomes imprecise. After that  

data packets is transmit to say error in the locality 

assess is more than a assured threshold, thus 

modification of  upgrade information to the energy 

inbuilt in the node’s signal. 

The second rule, referred as Update 

Neighbor Node  (UNN),at increasing the precision 

of the topology beside of  paths  connecting nodes. 

UNN strategy, whereby a transmission of a data 

packet from a new nearest neighbour node. 

 On the different, nodes that are not in the 

locality of the forwarding path are unchanged by this 

rule and execute not transmit packets in sequence.In 

LU to measure the data packets fixed cost and the 

local node precision. The local node precision is 

considered by two metrics, anonymous neighbour 

node and erroneous neighbor node. On the different, 

the final represents the take of obsolete neighbors 

that nearest node are in the neighbor list of a node, 

but have previously stimulated out of the node’s 

radio range.  

IV. LOCATION UPDATE :(LU) 

We commence by listing that our work is built upon: 

 (1) all nodes are responsive of their have 

Location and speed,  

(2) all nodes are connected to multipath,  

(3) the transmission of data packets updates 

the current position  and speed of the nodes, and  

(4) beacon signals can transmission of data to 

node  position and speed upgrade the data packets.  

Upon initialize, all node transmission of small 

packets informing its nearest node concerning its 

being there and its current position and speed. 
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Following this in most geographic routing 

protocols[Quan Jun Chen, Salil S. Kanhere in 2013] 

such as GPSR,each node periodically broadcasts its 

current node information. The location information 

received from neighboring table data packets is stored 

at each node. 

 

V. ADAPTIVE POSITION UPDATE (APU) 

Mechanism: 

Quan Jun Chen and Mahbub Hassan [2013]presented 

various rules used in APU strategy. They pros and 

cons various location information and forwarding 

methods used in APU.The following rules are used 

location information details: 

1) Mobility Prediction (MP) Rule 

2) On-Demand Learning (ODL) Rule 

 

1. Mobility Prediction (MP) Rule 

          This rule adapts the small packets making rate 

to the ability to move of the nodes. Nodes that are 

highly mobile need to insequence update their nearest 

node since their locations are changing dynamically. 

A sporadic data packets signal update policy cannot 

assure both these needs at the same time, since a 

limited update distance will be inefficient for 

measured nodes, whereas a larger update distance will 

direct to erroneous location information for the highly 

mobile nodes. 

2. On-Demand Learning (ODL) Rule 

The MP rule only may not be enough for maintaining 

an exact local topology. This is precisely what the On-

Demand Learning (ODL) rule aims to achieve. As the 

name suggests, a node broadcasts beacons on-demand, 

i.e. in response to data forwarding performance that 

occur in the nearest node.According to this 

rule,whenever a node overhear a data transmission 

from a new neighbor, it broadcasts a beacon as a 

response alternate routes can be easily established 

without incurring additional delays.  

VI. SIMULATION RESULTS and DISCUSSION 

      In ns2 simulator to run the experiments. The 

network covers a 1250 m by 1250 m area, in which 

200 nodes are deployed randomly. For our 

evaluations, we use the average of 50 node runs for 

each set of parameters tested. The resulting 95% 

confidence intervals are within ±1% of the values 

shown.  

 

 
(a) Node creation and Location information 

First, all the nodes created in the network update their 

position to all of its neighboring nodes. These updates 

are neigboring node information in the neigbor table 

that is maintained by each and every node. Figure(a). 

Once the positions of the neighbouring nodes are 

updated, the route to the destination is found and the 

data transmission takes place. 

 
(b)Update Position 

    Fig (b) In update the information for nearest 

neighbor node and beacon 

signals.

 

Fig (c) Negibor details 
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Fig (d) anonymous neighbour node 

 In Fig (d). anonymous neighbors of a node are the 

new neighbors that have moved in to the radio range 

of this node but not yet been discovered and are hence 

absent from the node’s neighbor table.As the node 1 

out of coverage in the mobile nodes. 

V. CONCLUSIONS 

In this paper to identify location ,eliminates 

the  erroneous neighbor node.The  LU can get used to 

ability to move node and find out traffic load. For 

each dynamic case, LU generates a smaller amount or 

same amount of data packets fixed cost as other 

beacon signal schemes but complete performance in 

terms of location information .The main reason for all 

these improvements in LU is that data packets 

generated in LU are more concentrated along the 

routing paths, while the beacon signals in all other 

schemes are more spotted in the whole network. As a 

result, in LU, the nodes located in the Particular node 

spots, which in charge for forwarding most of the data 

traffic in the network have an up-to-date view of their 

local network, thus resulting in improved 

performance.  
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