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Abstract— The knowledge driven data mining systems cannot

be developed and designed until the owner of the tais willing
to outsource the data with corporations or data miing experts
or corporations. In the emerging field of outsourcd datasets
with the intended recipients, protecting ownershipof the data is
becoming a challenge in itself. The commonly used etganism to
enforce and proves ownership for the digital datar different
formats is watermarking. How to preserve knowledgein
features or attributes during the embedding of watemark bits is
the most important challenge in watermarking relatonal
databases. An owner usually needs to define usabjli
constraints manually for each type of dataset to mserve the
contained knowledge. Major contribution of this paper is a
formal model that defines usability constraints foreach dataset
in an automated fashion. The classification potentlaof each
feature and other major characteristics of datasethat play an
important role during the mining process of data ae preserved;
as a result, decision making rules and learning stigtics also
remain intact. Also we introduce a new class of agegate
functions that aggregate numeric expressions and dnspose
results to produce a data set with a horizontal lagut. In addition
to this, the model is integrated with a new watermik
embedding algorithm to prove that the inserted watemark
should be imperceptible and robust against any typef attacks.

Index Terms—Ownership preserving data mining, right
protection, usability constraints, watermarking datasets.

I. INTRODUCTION

In a knowledge driven data mining system, theskts
generate from large databases are mined to exiedterns
and hidden knowledge that are useful for decisiakers to
make efficient, effective and timely decisions. Shype of
knowledge driven data mining systems cannot begdesdi
and developed until the owner of the data is wgllito
outsource the data with data mining experts or@@tons.

Recently a startup firm called “kaggle” outsouréeit
datasets and the associated business challengéatonéhing
experts to find novel solutions for their postedlpem [1].
This validates that the organizations with largeabases
needs to get optimized solutions to their problegnkevering
the power of crowd-sourcing. In the emerging fiedd
outsourced datasets with the intended recipiemttegting

ownership of the data is becoming a challengesifit

Watermark can be applied to any database reldiatrhias
attributes. To preserve the knowledge in the dgtaseneed
to ensure the predictive ability of a feature oragtmibute is
preserved; as a result, the classification accumfcyhe
dataset remains intact. The process of definingblliga
constraints is dependent on the dataset and iedet
application. To best of our knowledge, no technias been
proposed to model the usability constraints forenmtarking
of dataset.

In this paper, we propose a model for identifyir t
usability constraints which must be enforced while
embedding watermark in a dataset. It uses threferelift
optimizers to find an optimum watermark. The main
contributions of our paper are:

« A model that automatically identifies the usability

constraints on a dataset that ensures the robsstnes

of inserted watermark.

» The proposed technique is independent for numeric
and non numeric features of a dataset.

« A new knowledge preserving watermarking
scheme is integrated with this model to validate it
effectiveness and efficacy.

The paper is designed as follows: Section Il dbssrithe
related work, section Il describes the proposesdtesy,
section IV describes watermarking scheme, section V
conclusion.

1. RELATED WORK

The work of R Agrawal, J Kiernan [3], is the fitsthnique
proposed for watermarking numeric attributes iratabase.
In this technique, MAC (Message Authentication Qoide
calculated with the help of a secret key is useidéatify the
candidate tuples. J Kiernan, P Haas, R Agrawap{8posed
watermarking tuples in a relational database thas signals.
It inserts watermark with multiple bits on multigleples. But
it needs to improve the optimization.

M Crogan, V Raskin, M Atallah [6], presented twaim
results in the area of information hiding in natlesaguage
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text. This semantically based scheme improves theed to be preserved during watermarking. Ensutermark
information hiding capacity through two techniques: security by using data grouping and secret parasete

i) modifying the granularity of individual senterg ii)
halving the number of sentences affected by watdrma
Ghafoor, E Bertino, M Shehab [9], describes a paitig
based watermarking technique. They consider theggsof
watermark insertion as a constraint optimizatiosbfgm and
tested GA (Genetic Algorithm) and PS [9] (Pattegat8h)
optimizers. After testing they select PS because able to
optimize in real time.

Dalq Usability
S.krishnaswami [5], experimented with a watermagkin | Grousing constraints
system for java which embeds a watermark in dynatata

structures. It shows that watermarking can be dfingently

to gradually increase the size of code, heap spauk

execution times. R Sion, S Prabhakar [8], preseattgles Watermark
based watermarking technique for relational datlbas it is embedaing
not applicable for data mining datasets becausg dhe not watermark

preserving the information contained in the dataset embedding phase

Dw

M Farooq, M Kamran [12], recently proposed a teghai
for protecting the ownership of EMR (Electronic Mead
Records) system. In this work information gainssd to find
the predictive ability of all features in the EMRhe least
predictive ability of numeric features is selectedembed
watermark bits. This technique is only limited fioformation
gain not for other feature selection schemes. Th
watermarking technique is limited to numeric featuonly.

v
Watermark <: Data
extraction arouping

watermark decoding phase

Watermarking techniques enact a vital role in asfsirgy
the ownership problem. Such techniques allow aneowha
data to embed imperceptible watermark into the .dBke Fig.1.Architecture Diagram Of The Proposed System
datasets are watermarked and directly send to likatc
system. In this system, the attacker can easilyngdhaor
update the data and create some copy of datasets.

A MODEL FOR DEFINING USABILITY CONSTRAINTS

_ _ This proposed model defines the Usability Constsain
The proposed work is focused on developing a formghich is used to preserve the data during the s
model to define Usability Constraints for watermagkof \atermark insertion in the dataset. This constsginbvides a

dataset in such a way that the watermark is ngtrtiust but  gistortion band within which the values of a featuran
the dataset knowledge also preserved. And we atsode a change for each feature.

mechanism to group the dataset based on high mankin
features and then watermarked. Because low rardadres " . )
are easily hacked by an attacker by launching foaic “usability constraints’ to be enforced during thatermark

attacks. And we proposed watermarking for numeritron-  €mPedding in the dataset. First step is to caeuthe
numetric attributes. predictive ability of each feature present in tlaadet and

based on this the features are ranked. These aaaksed to
generate the logical groups of features in the seeqi. Here,
Ill. APPROACH OVERVIEW local usability constraints are defined for eadfidal group
The proposed work presents two contributions:i)arlel and the global usability constraints are also @efithat are
which derives usability constraints for all kinddatasets. ii) applicable for the whole dataset. Finally, both etypof
A new watermarking technique works for numeric andonstraints are combined to build a meta-conssaimtdel.
nonnumeric datasets. The system takes input astaseda This combined constraints model is given as antinpuhe
models the usability constraints during the watekma watermarking scheme.
embedding in the dataset. Watermark embedding itgpedis
used to preserve the watermarked dataset. The gEdpo
system, logically groups the data into differentstérs based
on the ranking for defining local usability consmtita for each Atuple Tis an ordered list of elements. The tuple is used a
group. Identify the vital characteristics of a daawhich an essential unit for referring different parametefra dataset

The model takes the dataset as input and defines th

Definition : Tuple:

Definition : Local usability constraints:

132



International Journal of Emerging Technology in Conputer Science & Electronics (IJETCSE)
ISSN: 0976-1353 Volume 8 Issue 1 —APRIL 2014.

Local usability constraints Li, is a tuple initiagy mutual
information | (M) of the feature M in a particuldata group.
It is used to watermark features in a group ang the
applied at a group level only.

Definition: Global usability constraints

Global usability constraints G is a tuple that ¢stssof
features set produce by different feature selecibremes on
that dataset. It enforced both at a group levelaride global
dataset level. The features set can be appliedytoup or a
dataset should remain unaltered.

Definition: watermark embedding

Watermark embedding is a transformation of a dafase
to Dw after embedding the watermark W.

Definition: Feature selection scheme

A feature selection scheme S transforms M-dimetagion
data DO, having N samples, M features and a clasiuae
Y , in m-dimensional space Rm (with<rM, such that Rne
RM) that can yield“optimum” learning statistics.

In this paper, we have used 6 most commonly used
different feature selection schemes ( mutual infdfom (1),
information gain (IG), information gain ratio (IGr)
correlation based feature selection (CFS), consigtbased
feature subset evaluator (CBF), and principal campts
analysis (PCA)). All these feature selection schrehefine
the classification potential CP of the features.
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Fig.2. Top level architecture of the proposed syste

IV. WATERMARKING SCHEME

The foundation of the watermarking scheme is the
proposed model for usability constraints. Theestao main
phases in this watermarking scheme: watermark eémg@chd
watermark decoding.

A. Watermark Encoding
The steps involved in this phase are:

1) Feature Ranking: Logically group the data into’ n’
nonoverlapping partitions and define the usability
constraints whose information loss is zero. Featare
ranked using mutual information and these ranks are
stored in a vector Rnk.

2) Classification Potential Computation: It is important
to compute the amount of change that a feature can
tolerate during the watermarking process. The featu
with high classification potential can tolerateyosiall
changes and the top ranked features shows zero
tolerance towards any change

3) Data Grouping: The grouping function is applied on
every feature of amput dataset. The groups are logical
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and it cannot beeparated from one another. In earliegroup are marked with bit 1as positive alteratiod with bit
work, the datagrouping is applied for low ranked O as negative alteration.

features duringvatermark. So it can be easily attack by

an attacker. The groups are used to define all theB. WATERMARK DECODING

usability constraints. Empty group will be omitted 1) Watermark Decoding From Non-Numeric Features
during the optimization phase. In the proposedesyst
the data group can be applied for high ranked featu
In the new approach, an attacker cannot easilyl tzunl
attack by filtering the ranked features

watermark encoding. For each row the hash valaefedture
is computed using the same steps of watermark ectiniged
This hash value is used to calculate the secredrioigl and

4) Refined Usability Congtraints: Refine the usability phased on that embedded bit is decoded.

constraints into two 1)Global constraints applied the

The watermark decoding is the reverse process of

whole dataset,2)Local constraints applied for theal
group of the dataset.

5) Select Data for Watermarking: The selection of relevant
rows for embedding watermark is the important step

watermarking of a dataset. A parameter is usetbte the
information about the selected rows. Its main pseas to
insert a watermark for the selected rows to preséne

2) Watermark Decoding From Numeric Features

Watermark decoding from numeric features computes a
decoding threshold value using the same process of
watermark encoding of numeric features. Based an th
encoding results which is stored in the databaseused to
decode the watermarked datasets. Without the stored
procedure values it is difficult to decode the weizrked

dataset. Because of this reason we say thatdiffisult for

data presented in the dataset ' -
attacker to decode the knowledge present in thet id@taset.

6) Watermark Embedding: It involves two phass

V. CONCLUSION
a) Watermarking Non-Numeric Features:

Data grouping is not performed for the non- numerigsapility constraint to preserve the knowledge a@imetd in
because our watermark embedding technique doelsrindt he dataset and it is integrated with a new watekimg

any change in the values of such features. A segueh gscheme. The benefits of our techniques are:
binary bit is used to embed watermark in a dateSetret

hash value for each row is computed by seedingeadus
random sequence generator and it is concatenatie@ wiass
label of the row, secret key and row value. Theetearder .
does not make any change in the underlying datSsehe
hash value would be generated if a row value isatgd with

classification potential.

data.

In this paper, we proposed a new method to define a

e Features are ranked based on their computed

The modeling of constraints maximizes the lossless

same class label. After the embedding of final(bitv), the + Preserve the knowledge contained in the dataset.
secret order of hash value is stored to use iinguthe * Itis difficult for the intruders to extract wateank
decqdin Dw '
Dat * A new approach of modeling “usability constraint”
ata . .
grouping [ Numeric B is defined to preserve the dataset.
7| features « Watermark security is ensured by the use of secret
¢ parameters and data grouping.
Usabti"t_yt N W":‘tef?ﬁark « Optimize Watermark embedding to ensure that the
constraints N extraction usability constraints remain intact.
Non —numeric » Enhanced the watermark technique from numeric
» features

Fig.3. Watermark Decoding Phase

b)

Watermarking numeric features:

features to non-numeric features with more
watermark security

To the best of my knowledge, no technique in ttegdture
exists that automatically computes usability caists for a
dataset to preserve the knowledge contained ird#taset.
The proposed system is useful for the customershare

The watermarking numeric features are used to niagim datasets with data-mining experts (corporations)
the tolerable alternations. The constraints aréidriocally  protecting their ownership. The future work caneléended
for each logical group. The global constraints\amgfied for  to video, audio features.
the whole dataset. It has the ability to locate Il and
global optimum in the search space. The numertcfeain a
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