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Arguably, firms like Google, LinkedIn, and eBay aRdce

Abstract— Big data is a collection of massive and complex book were built around big data from the beginnifigey did

data sets that include the huge quantities of dataocial media
analytics, data management capabilities, real-timedata. Big
data analytics is the process of examining large aants of data.
Big Data is characterized by the dimensions volumeyariety,
and velocity, while there are some well-establishemiethods for
big data processing such as Hadoop which uses thepareduce
paradigm. In this paper we have discussed the analis of the
Big Data Analytics concepts and some existing tecigques and
tools, like Hadoop.
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Data, Hadoop, Mapreduce,

I. INTRODUCTION

Big Data is very familiar term that describesuminous
amount of data that is structural, semi-structuzadl sub
structural data that has potential to be minedrffarmation.
Although big data does not refer any specific giygnthen
this term is often used when speaking about théytes and
Exabyte of data. Big Data Analytics, is the proceds
examining large data sets that containing a vamétgata
types i.e., big data to uncover all hidden patteamknown
correlations, market trends, customer preferenoesather
useful business information. Then analytical figdican lead
to more effective marketing, new revenue opporitesiit
better customer service, improved operational iefficy,
competitive advantages over rival organizations atiter
business benefits.

The primary goal of big data analytics is to hedpnpanies
make more informative business decisions by enghilita

scientists, predictive modelers and other analytictgI

professionals to analyze large volumes of transaatidata,
as well as other forms of data that may be untajyyetiore
conventional Business Intelligence(BI) programsafi¢ould
include web server logs and Internet click streatadsocial
media content and social network activity repait from
customer emails and survey responses, mobile phalie
detail records and machine data captured by sersmmis
connected to the Internet of Things. Big data bupgin the
scene in the first decade of the 21st century, thedfirst
organization to embrace it were online and starfiups.

not have to reconcile or integrate big data withreno
traditional sources of data and the analytics peréa upon
them, because they didn’t have that much of traiti forms.
They didn’t have to merge big data technologie wliteir
traditional IT infrastructures because these itfuasures
didn't exist. Big data could stand alone, big datelytics
could be the only focus of analytics, and big datdnology
architectures could be the only architecture. $adbia using
Hadoop and

No SQL free software’s.Hadoop and No SQL Free
Software: Hadoop is an open-source distributed file system
that is capable of storing and processing largenek of data
in parallel across a grid of commodity servers. étal
emanated from companies such as Google and Yahoch w
needed a cost effective way to build search indéxegineers
at these companies knew that traditional relatidlaghbases
would be prohibitively expensive and technicallywigidy,
so they came up with an alternative that they Itodnselves.
Eventually, they gave it to the Apache Software rietaiion
so others could benefit from their innovations. @pdmany
companies are implementing Hadoop software fromcApa
as well as third-party providers such as Cloud ef@arton
works, EMC, and IBM. Developers see Hadoop as & cos
effective way to get their arms around large volsrokdata.
Companies are using Hadoop to process, store aalglsan
large volumes of Web log data so they can gettatietel for
the browsing and shopping behaviour of their custem
Previously, most of the companies outsourced tladysis of
their click stream data or simply let it “fall ohe floor” since
ey couldn’t process it in a timely and cost effezway.

II. LITERATURE REVIEW

Bhawna Gupta, et al. [1]proposes the use of BDA (Big
Data Analytics) for analyzing the enterprise ddtae main
focus is to gather the unstructured data fromhallterminals,
processed the data to convert into structured feonthat
accessing of the data would be easier. BDA destribe
simple algorithm for large amount of data without
compromising performance. Hadoop is one of thestadilich
are aimed to improve the performance of data psiegsin
this approach they are managing the Big Data clenistics
of large volumes of enterprise data. If enterphias an unmet
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business need for strategic decision making withigh

degree of processing, a Revolution Analytics andidda@

combination offers significant opportunity to gaidvantage.
Hadoop is a highly scalable storage platform, bseatucan
store and distribute very large data sets acrosdrids of
inexpensive servers that operate in parallel.

security. Big data samples describe the review talboe
atmosphere, biological science and research. lofenses
etc. By this paper, we can conclude that any ongaioin in
any industry having big data can take the benedinfits
careful analysis for the problem solving purposesing
Knowledge Discovery from the big data easy to det t

Ulla Gainl, et al. [2] develops BD and symbolizes theinformation from the complicated data sets.

aspiration to build platforms and tools to ingestgre and
analyze data that can be voluminous, diverse, asdilply
fast changing. This strategy is partly descriptivel partly
improving. Through launching the term data-millitige

Authors try to improve understanding of the phenoomeof
BD, as well as, possibilities of data analyticsuhehed the
term data-milling to represent the searching ofrtf@mation
nuggets from the heterogeneous data. To justifyatineched
term data-milling, they made the literature reviemwhich

they searched the definitions of BDA. Their stullgwss that
BDA is verbosely explained. They used only foutestzents
from 19 to crystallize BDA. The literature revievi BDA

gave the description of current status of the phesron BD.
The launched term data-milling improves the undeding
of the phenomenon BD, as well as, possibilitiesdafa
analytics. There exist large amounts of heterogenéigital
data. This phenomenon is called BD which will bareined.
The examination of BD has been launched as BDA.

W. Gao, et al. [6] Complexity, diversity, frequently
changing workloads and rapid evolutions of big datstems
raise great challenges in big data benchmarkingtMbthe
big data benchmarking efforts targeted evaluatipgcsic
types of applications or system software stacks, lzence
they are not qualified much. The bigDataBench natly o
covers broad application scenarios, but also iredutiverse
and representative data sets.
benchmarking suites, BigDataBench has very lowatjpmral
intensity and the volume of data input has non igégé
impact on micro-architecture characteristics.

Yaxiong Zhao, et al. [7] the buzz-word big-data
(application) refers to the large-scale distribuapglications
that work on unprecedentedly large data sets. @oilap

Reduce framework and Apache’s Hadoop, its openesour

implementation, are the defacto software systenbifgidata
applications. An observation regarding these appbaos is
that they generate a large amount of intermediate, dand

Jainendra Singh, et al. [3]discusses about Machine this abundant information is thrown away afterphecessing
Learning (ML) techniques which have found widesdreafinish. Motivated by this observation, a data-awaezhe

applications and implementations in security issiechine
Learning algorithms are used in very diverse cdstek) to
recognize handwritten text, 2) to extract inforroatifrom
images, 3) to build automatic language translagistems, 4)
to predict the behavior of customers in an onlineps 5) to
find genes that might be related to a particulaedse, and so
on. This approach focuses on the development ofafiad
efficient algorithms for real-time processing ofalas a main
goal to deliver accurate predictions of variousdkinML
techniques can solve the above mentioned applitatising
a set of generic methods that differ from more itiaokl
statistical techniques. It specifies that the adeament in ML,

provides new challenges and solutions to the dcuri

problems encountered in applications, technologesl
theories.

S. Vikram Phaneendra, et.al. [4]lllustrated that in olden
days the data was less and easily handled by RDBMS
recently it is difficult to handle huge data througDBMS
tools, which is preferred as “big data”. In thigyhtold that
big data differs from other data in 5 dimensionshsas
volume, velocity, variety, value and complexity. €yh
illustrated the hadoop architecture consisting arhae node,

framework for big-data applications, which is cdllBache.
In Dache, tasks submit their intermediate resuolthé cache
manager. A task, before initiating its executionedes the

cache manager for potential matched processingltsesu

which could accelerate its execution or even cotaplsaves
the execution. A novel cache description schemesarathe
request and reply protocols are designed. Dache
implemented by extending the relevant componentthef
Hadoop project. Tested experiment results demdsstiat

Dache significantly improves the completion time M&p

Reduce jobs and saves a significant chunk of CRidwgion

time.

Hadoop system and found that organizations ne@doess
and handle petabytes of Data sets in efficientiaexpensive
manner. According to him if there is any node failthen we
can lose some information. Hadoop is an Efficiealiable,
Open Source Apache License. Hadoop is used tovdtal
large data sets. Author explained its need,
application. Now days, Hadoop is playing an impatrtale in

Vidyasagar S. D, et al. [8did a survey on Big Data and

Compared with other

is

uses an

Big Data. Vidyasagar S.D concluded that “Hadoop is

designed to run on cheap commodity hardware,

data node, edge node, HDFS to handle big datansyste automatically handles data replication and nodkirkj it

Hadoop architecture handle large data sets, seadddpbrithm
does log management application of big data cdoulred out
in financial, retail industry, health-care, molyiliinsurance.
The authors also focused on the challenges that ttebe
faced by enterprises when handling big data: - gatacy,
search analysis, etc.

does the hard work — you can focus on processitay @ast
Saving and efficient and reliable data processing”.

Jian Tan, et al. [9] author talks about the theoretical

assumptions, that improves the performance of Hafthaap

reduce and purposed the optimal reduce task assignm

schemes that minimize the fetching cost per jobpertbrms

it

Sagiroglu, S, et al. [S]describe the big data content, itsthe both simulation and real system deployment with

scope, methods, samples, advantages and challehDesa.
The critical issue about the Big data is the prvand

experimental evolution. The advantage of this paijser
improves the performance of large scale HadoopesisThe
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disadvantage of this paper is environmental facsoch as
network topologies effect on a reduce task in nmeguce
clusters.

Jonathan Stuart Ward et.al. [10]did a survey of Big data
definition, Anecdotally big data is predominantlysaciated
with two ideas: data storage and data analysispilethe
sudden Interest in big data, these concepts arediar new
and have long lineages. This, therefore, raisegtilestion as
to how big data is notably different from conventab data
processing techniques. For rudimentary insight aghe
answer to this question one need look no furthesm the term
big data. \Big" implies significance, complexity dan
challenge. Unfortunately the term\big" also
guantification and therein lies the difficulty imrfhishing a
definition. The lack of a consistent definition rinduces
ambiguity and hampers discourse relating to big.dahis
short paper attempts to collate the various défimét which
have gained some degree of traction and to fuaidbar and
concise definition of an otherwise ambiguous term.

H.Herodotou, et al.

the system easy to use: hundreds of MapReduce gmsgr
have been implemented and upwards of one thousand
MapReduce jobs are executed on Google's clustery day.
Programs written in this functional style are auatically
parallelized and executed on a large cluster ofngodity
machines. The run-time system takes care of thailsleif
partitioning the input data, scheduling the progsam
execution across a set of machines, handling madailures,
and managing the required inter-machine Commuwoicati
This allows programmers without any experience with
parallel and distributed systems to easily utittze resources
of a large distributed system. Author proposes S8iiag

invitedData Processing on Large Clusters.

Chen He Ying Lu David Swanson, et.al [14§ilevelops a
new MapReduce scheduling technique to enhance aséfst
data locality. He has integrated this technique iHadoop
default FIFO scheduler and Hadoop fair schedulas. T
evaluate his technique, he compares not only Mapé&ed
scheduling algorithms with and without his techmidput also

[11] provides a technique to with an existing data locality enhancement techami@ie., the

implement self tuning in Big Data Analytic systemsdelay algorithm developed by Facebook). Experinienta

Hadoop’s performance out of the box leaves muchbeo
desired, leading to suboptimal use of resourcee tand

money. This paper introduces Starfish, a self wirgystem
for big data analytics. Starfish builds on Hadoohilev

adapting to user needs and system workloads tadegood

performance automatically, without the need forrsis®

understand and manipulate the many tuning knobladoop.

Explores the MADDER properties (i.e Magnetism, Agil

Depth, Data-lifecyle-awareness, Elasticity, Robess). The
behavior of a map reduce job is controlled by sg#tiof more
than 190 configuration parameters. If the user does
specify the settings, then default values are usaubd

settings for these parameters depend on job, dadbcluster
characteristics. Starfish’s Just In Time Optimiaeldresses
unique optimization problems to automatically seédficient

execution techniques for map reduce jobs.

results show that his technique often leads tdihleest data
locality rate and the lowest response time for rtegks.
Furthermore, unlike the delay algorithm, it doesnequire an
intricate parameter tuning process.

Tyson Condie, et.al. [15]propose a modified MapReduce
architecture in which intermediate data is pipalifietween
operators, while preserving the programming intezéaand
fault tolerance models of other MapReduce framesgiofio
validate this design, author developed the Hadoo}in®
Prototype (HOP), a pipelining version of Hadoope#ning
provides several important advantages to a MapReduc
framework, but also raises new design challengesimplify
fault tolerance, the output of each MapReduce aaskjob is
materialized to disk before it is consumed. In this
demonstration, we describe a modified MapReduce
architecture that allows data to be pipelined betwe

Chris Jermaine et.al. [12]Proposes a Online Aggregationoperators. This extends the MapReduce programmodgm

for Large-Scale Computing. Given the potential @itA to
be newly relevant, and given the current interastvery
large-scale, data-oriented computing, in this paper
consider the problem of providing OLA in a sharedhing
environment. While we concentrate on implementihg\©n

top of a MapReduce engine, many of author’s mostcba Our

project contributions are not specific to MapReduaerd
should apply broadly. Consider how online aggregatian

beyond batch processing, and can reduce complitias
and improve system utilization for batch jobs adl.w&/e
demonstrate a modified version of the Hadoop MapRked
framework that supports online aggregation, whidbws
users to see “early returns” from a job as it inpeomputed.
Hadoop Online Prototype (HOP) also supports
continuous queries, which enable MapReduce progtains
written for applications such as event monitoring atream

be built into a MapReduce system for large-scaléa daprocessing.

processing. Given
relationship with cloud computing (in that one ntigkpect a
large fraction of MapReduce jobs to be run in thaud),
online aggregation is a very attractive technolo8ince
large-scale cloud computations are typically pay@sgo, a
user can monitor the accuracy obtained in an offiéishion,
and then save money by killing the computationyearice
sufficient accuracy has been obtained.

the MapReduce paradigm’'s close

Ill. CONCLUSION

New techniques of big data such #&adoop and
MapReduce create alternatives to traditional data
warehousing. Traditional Hadoop with combinationnefv
technologies explores a new scope of study in uarfeelds
of science and technologies. This paper explaiadih data
concept and its importance in business. The teolies used

Jeffrey Dean et.al. [13]Implementation of MapReduce o, big data processing mainly Hadoop and Map Reduc

runs on a large cluster of commodity machines artighly
scalable: a typical MapReduce computation processes/
terabytes of data on thousands of machines. Progeasrand

Management tools for big data are explained aralthks big
data techniques are discussed.
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