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Abstract Signature can be seen as an individual
characteristic of a person which, if modeled with pecision
can be used for his/her validation. An automated gnature
authentication technique saves valuable time and money.
The paper is primarily focused on skilled forgery déection.
variations. The results show significant improvemenbver
other approaches for detecting skilled forgery.

It emphasizes on the extraction of the critical reipns which

are more prone to mistakes and matches them followy a

modular graph matching approach. The technique is
robust and takes care of the inevitable intra-persoal

1. INTRODUCTION

A number of biometric techniques have been
proposed for personal identification in the pastohg
version based ones are face , fingerprint recammifris
scanning and retina scanning voice recognition or
signature recognition are the most widely known agno
the non-vision based ones. As signatures contioue t
play an important role in financial, commercial dedal
transaction, truly secured authentication becomesem
and more crucial. A signature by an authorized grers
considered to be the “seal of approval “ and reséie
most preferred means of authentication. The method
presented in this paper consists of geometric featu
extraction, neural network training with extracfedture
and verification. A verification stages includegpbing
the extract feature of test signature to trainedrale
network which will classify it as a genuine or fer

In our proposed system, the people using sigeat
matching instead of username password , public key
encryption. In this technology the hacker cannad fihe
password so no one can'’t able to access the d#tauwi
user’'s knowledge. The data and files are proteding
user’s signature authentication. In this signature
authentication safer than key encryption. The wsar
access the own signature authentication to adtess
files and all. Nowadays the users can use the sigha
authentication for their security issues. It is engecure
and reliable function of the signature authentaatiSo
the people or user can use signature autheiticédr
the security purpose. In this technique unauthdrize
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2. ALGORITHM DESIGN

The input image goes through the following prhoe
before judging that the two signatures are accumate
not. The steps are Binarization ,Noise Removal,
Rotation, Thinning, Critical point extraction, Gcil
region matching and Verification. Each step is
mentioned in a separate section starting from@e&il
to to 2.7. Figure 1 shows the approach in form of a
diagrammatic representation.
figl: block diagram of the proposed approach
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2.1 Binarization

The main components of binarization include
statistical analysis of images, determination @f
threshold value based upon the statistical tesnd
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applying the threshold value to gray-lcvel image
Statistical analysis of gray- level images mayclude
determination of mean, variance. Standard deviati
contrast stretch, histogram etc. or it can Iz
combination of any of these Determination of a
threshold value is very much important and pestthe
most sensitive part of any image binarizat&cheme
because a wrong value of threshold may result i
losing some image information (an object cha
image and set the value of mean as the thicstow
binarization. But this approach has many shortogm

as it may not take care about the features alnjécts
in the image properly. This is due to the faetttthe
mean of an image may be disturbed drastically ey th
addition of noise pixels or very few numbers of gh&x
having the intensity close to any of the boundacdés
gray scale.

fig 2.1a original image

FIG 2.1b BINARIZED
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The value of threshold should be sensitive with the
overall contrast stretch of the corresponding imagke
threshold value is applied to the image tpresent it
in |-bit after the proper determination of aesinold
limit. this approach has many shortcomings, tasnay
not take care about the features and objects tlire
image properly. This is due to the fact that theamof
an image may be disturbed drastically by the aoiulitif
noise pixels or very few numbers of pixels havihg t
intensity close to any of the boundaries of grajesc

The value of threshold should be sensitive with the
overall contrast stretch of the corresponding imagke
threshold value is applied to the image tpresent it
in I-bit after the proper determination of aesinold
limit. The rotation algorithm should be robust amdst
produce the same results for images taken fronsahge
user. The rotation algorithm
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considered as part of background and vice ayers
Moreover, the value of threshold should be seresitiv
with the overall contrast stretch of the correspogd
image. The threshold value is applied to ithege to
represent it in |-bit after the proper deteration of a
threshold limit.

The simplest method to convert a gray scatege
into a binary image is to compute mean of the
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fig 2.1a flow chart for binarization

2.2 Noise Removal

Once we have binarized an image, the noise
components must be removed. Small components
(pixel_size<5-10pixels) are removed by using a &mp
morphological filter. Assumption that the signature
content would be more prevalent in the image, riagie
is passed though a low pass filter to eliminate ldve
frequency noise components. The filtering is ddrye
using 2-D convolution with a 5X5 Unity matrix. The
results are illustrated in figure 2a and 2b. Thiscpss
converts the binary image into a gray scale imddge
image thus obtained is further binarized sing é&ctstr
estimated threshold. We use Niblack’s Algorithm f@i
this.
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fig 2.2¢ noise removed image

2.3 Rotation

The accuracy of the results is largely depehdarthe
rotation algorithm used for orientation correctiorhe
rotation algorithm should be robust and must predhe
same results for images taken from the same u$er. T
rotation algorithmrotate-imageis given below. The
binarized and noise cleaned signature image ist itgou
the algorithm. We use the bottom pixels of a sigreat
image as a template to fit aientation linethrough
them using theoolyfit function of Matlab® (Mathworks
Inc Ltd). The polyfit Function is further explained in
Section 3.1. Finally, thecp2tranform () function
produces a projective transformation of the inpohge,
using the slope of the orientation line as a guwdin
parameter. Experimentally, we found that the above
algorithm showed excellent parity between the eatat
corrected transformations of the sample signatung a
new input signature from the same user, when the
rotation angle varied between -30 to +30 degreés T
Rotation algorithm is in section 3.

fig 2.3a image before rotation

fig 2.3b image after rotation

2.4 Thinning

Hilditch thinning algorithm[5] is widely usedsaa
useful method of pre-processing in image procekerd
are two versions for Hilditch's algorithm[5], onsing a
4x4 window and the other one using a 3x3 window.
Here, the 3x3 window version is considered and the
algorithm is described below. For a pixel pO0, tira af
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thinning algorithm is to decide whether to keepstpart

of the result skeleton or delete it from the imager. this
purpose, the 8 neighbors of a pixel p0 must be
investigated, when pixel p0 is part of a skelefgrel pO

will be deleted or not deleted according to certain
conditions. But during one path process, the vaitie
pixel pO should be set to another value such as -1
according to the Hilditch’s algorithm[5], it willdset to

0 until all pixels in the image have been invegstda
during this path. Then this process is repeated oat
changes are made.

2.5 Critical Point Extraction

The proposed approach consists of extractiitigalr
points on the input signature, locating the coroesiing
critical points among the sample signatures, etitrgc
the critical regions centered around the critiagihfs on
the respective signatures, matching the correspgndi
critical regions using graph matching algorithnajriing
the sample signatures and finally, verifying the
authenticity of the test signature.

Polyfit Function The digitally scanned 2-D image of a
signature gives a pixilated image. To overcome this
limitation, Matlab’s Image Processing Toolbox i®ddo
estimate the continuous curve that best fits thagen
The equation of any image can be estimated usiag th
polyfit function.

A contour based approach is followed to exttae
critical points. In this approach the contour @virsed
and any sharp change in the curve is marked asiGakr
point.Critical points can be best described asstteof
points which model the basic structure of the digrea
They are a minimum set of points to represent baps
of a signature. A contour can be described as titer o
boundary of a signature. To extract the same,the
disconnected components in the signature are janeld
the ‘holes’ inside the signature are filled. The ckall
four-connected boundary pixels define a contouthef
signature. The process undergoes the followingsstep
The contour image obtained is first thickened using
5X5 morphological filter followed by thinning. This
done to eliminate any sharp changes and to briogitab
uniformity in the curve.

A unique point on the contour image (must odeur
the same region for the same user set) is thentedlas
a starting point and the contour is traversed ia th
clockwise direction. Critical points are encountere
during this traversal by an algorithm Critical pisin
extract. A brief explanation is as follows. Thgaithm
repeatedly segments the signature image small surve
using thepolyfit function, taking care that at least 5
points are usedAs the curve is extended to include
newer points, the deviation of the curve as givgrine
error valueabs(S.normr)indicates whether a peak is
encountered. A critical point is identified whether the
current peak exceeds an experimentally tuned tblésh



International Journal of Emerging Technology in Conputer Science & Electronics (IJETCSE)
ISSN: 0976-1353Volume 25 Issue 5 — APRIL 2018 (SPECIAL ISSUE).

or when the number of peak points obtained paslate
critical point exceeds a predetermined number, as
evaluated by thetrack_error_peak function. The
algorithm is given in section

o for potm—

fig 2.5a input image

fig 2.5b critical point extracted

2.6 Critical Region Matching

After extracting the critical points from tharsple
signatures, the next step requires finding out the
correspondence among the critical points in these
signatures. The aim is to find out which criticaimt in a
signature A corresponds to which critical pointthe
signature B. The procedure is explained below.First
each critical point on signatu®igAand signatureSigB
is masked with a 21 x2llack blockcentered on the
critical point. Every pixel within a block is seb the
value ‘1’ (black). The remaining pixels in both iges
are marked ‘0’ (white). Thus we obtain two nemages
SigA’ and Sibs’ respectively containing only the black
boxes at their respective positions. NSigAandNSigB
be the total number of critical points on SigA &8idB
respectively.The algorithm next finds the common
portion of the every block dBigA’ with respect to each
of the blocks extracted from tt&igB’ by using a simple
AND gate function between corresponding locations,
operating on the binary values 0 (white)
andl(black).Finally, for each block irSigA’ the
maximally overlapping block inSigB’ is located.In
effect, the algorithm traverses @werlap_matrixwith
NSigA rows andNSigB columns,where cell(i,j) is set
equal to the number of overlapping pixels betwdsn t
ith block of SigA’ and jth block of SigB’. The highest
value cell in rowk indicates the matching critical point
of SigBfor thekth critical point onSigA.

The formulated assignment problem is solved usirg t
Hungarian method This returns the optimal
cost/distancenin_distbetween critical region€R1and
CR2

2.7 Verification

After determining the one-to-one corresponding
matched critical points in the sample signaturésjrt
respective critical regions are extracted. Criticajions
serve as a sound basis for modular graph matching.
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Instead of using the entire signature image, itcat
portions are extracted and corresponding regioms ar
compared to judge the overall similarity betweee th
input and sample  signatures.The  algorithm
Ext&Mat_Critical_Regiongor extracting and matching

fig 2.6 matching

corresponding critical regions in a pair of sample
signatures. Its working is outlined below.A crifica
region is a 31x 31 block extracted from a signature
image and containing a critical point at the cenkear
every critical point on signature A, the algoritlextracts

a 31x31 blockCRY, taking the critical pointcpl as
centre. The corresponding 31x 31 blo€@R2 from
signature B is also extracted, taking the matcleiitical
pointcp2as centre. Each critical region is represented by
a undirected graph in which every black pixel i th
critical region signifies a vertex. The y coordinates of

all black pixels inCR1andCR2represent vertex sefl
and S2respectively. Matching two graphs measures the
similarity of the two corresponding critical reg®based

on their geometrical shapes. The distance-matfiis a

(m x n) adjacency matrix whose rows represent c&sti

of S1land whose columns represent verticeSafwhere
|S1]>=|S2|). We calculate the Euclidean distance each
pair of vertices ir5slandS2using the x-y co-ordinates of
their corresponding pixels.

The formulated assignment problem is solved
using the Hungarian method . This returns the agdtim
cost/distancenin_distbetween critical region€R1and
CR2 Themin_distis divided by|S1]|to get a normalized
minimum distance per pixel. It is further divideg b
factor o which is a measure of the percentage of vertices
matching inSland S2The above procedure is repeated
for every pair of matching critical regions to ylethe
array of optimal distance®ptimal_Distance Once we
get the optimal distance vector we compare it ajan
threshold (opt_thresh~=15). For each value less tha
threshold the vote number is incremented.

For a set of N values any signature giving more
than two third votes is considered a genuine sigeatn
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case a signature gives consideration results WwiHitst
genuine sample but is not good enough to be tagged
genuine, in that case the signature is tested sigdie
second genuine signature sample. If it still doatspass
the test, then is tested against the third samplthe
signature gives average results (2N/3>votes>N/3h wi
the entire genuine signature-set, then it is tagaed
probable forgery. If at any stage the input sigreatives
unacceptable results (votes<N/3) with any of theugee
signature samples, then it is straightaway rejected

3. CONCLUSION

We have proposed an algorithm that not only works
better than the similar graph-based offline veaificn
approaches but also works on a sample base ahjest
authentic signatures, which is closer to the reatldv
requirements. In this paper we demonstrate thas it
possible to achieve very low error rates even kiliesl
forgeries. The approach is computationally faster a
compared to other graph matching techniques. It
introduces the concept of modular graph matching.
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