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Abstract—Automatic building extraction is considered
recently as an active research in remote sensing enation.
It has been going on for more than 20 years but the
automated extractions still encounter problems dueto
image resolution, variation and level of details. Bcause of
high-object density and scene complexity this is g to
be an even greater challenge especially in urban eas.
This paper is going to present an ideal framework fo
high-resolution panchromatic images which helps in
reliable and accurate building extraction operation
Proposed framework along with the consideration of
domain knowledge (spatial and spectral characterigts)
provides features like the nature of objects in thescene,
their optical interactions and their impact on theresulting
image. To analyze the geometric nature of the sceie a
better way we are using Digital Surface Model (DSM)
Proposed approach has been evaluated using a vasiedf
images from IKONOS and QuickBird satellites. The
results demonstrate that the proposed approach is
accurate and efficient in comparison with the stateof art
methods.

General Terms—  Building detection, clustering,
enhancement, feature extraction, high resolution,
morphology, remote sensing, automatic detection,
segmentation, and thinning.

I. INTRODUCTION
Satellite and aerial images are playing major holacquiring
information about objects on the Earth's surfageHar many
applications the main attention is to identify thigects and
targets within the aerial images. Since from thst jauman
used to analyze the aerial image to recognize tliklibg

objects, and human understanding of these objeas h

become expensive and tends to be impractical becatis
quality of data and increased applications. In shedy of
aerial images, the identification of buildings aoither man-

made structures has become a common topic. Other
applications such as creating maps or databases for

geographic information systems, urban planningaége more
demanding. The potential of identifying the builglin
automatically and efficiently helps to understahe& scene
collected from the image contents and going to $edun
database applications like content-based retrieFakther
applications to be considered are planning of esgidl
development, evaluation of damage and detectiomiliary
target. Because of basic geometrical nature of imgjldt has
attracted most of the applications, which in tuetr@ases the
effect of inter-building occlusion in aerial image3he
building detection in aerial image is consideredéoa tough
task because along with the building there are hugabers
of other objects like vegetation, water bodies, eratls. The
potential for similarity of imaged roofs to a baokgnd is also

another issue to be considered. The main objebtve is to
identifying the structure of object of interest as®ymenting it
from the background so that it can be representedater
understanding.

The primary operation to be considered herethis
identification and isolation of objects which aréfidult
operations to perform, because of the presenceatfral
texture of vegetation, area occupied by water ghdrdinds
of elements which are generally present on or tieaobject
of interest, specifically in the aerial image. S%intom late
1980s, the identification of man-made structure buittings
has considered as the active field of interest. ©hehe
standard method considered for solving the probiem
identification involved assuming an object (or Hirlg) with
four edges. With this assumption, other solutioapethd on
parameters such as edge, line and corner detectimese

parameters are used by grouping and achieving shape

detection of objects like rectangles and paralielots. Later
in the second method, DSM module is used. It akpshin
obtaining the height of the building from the firgtound.
DSM helps in extracting buildings, if there is nbadow
present in the scene for the relevant building abj&he
combination of both IGV and DSM leads to detectioin
buildings.

Il. LITERATURE SURVEY

Previously standard approaches considered as tialptity
model [2]. In this approach spatial for buildingtetgion
context parameters are able to increase the agcuedge of
classification process. Additionally other souroéslata have
also been considered, such as range data or stisien by
making use of more than one image of the scene for
identification, with gray-scale image. Consideritg tsingle
image data, the information like height parameternbt
available and this is the why multiple images wasasidered
to deduce the height information. This height infation is
combined with spatial information in order to gegtter
performance of detection techniques. Large numbars
methods for identifying the building characteristiare
reported in computer vision, remote sensing apftinaand in
photogrammetry [3]. Recent studies [4] have highédhthe
work on extracting the building object details fratandard
high-resolution satellite imagery, considering tloégital
elevation models (DEM) which are of high-qualityher
satellite images from QuickBird and IKONOS have based
[5-6]. The parameters like irregular structure afiding and
closeness of different buildings in urban areasused and
extracting the details of the satellite imagesiamplemented
with the integration of LIDAR data and images [7].
Considering high-quality DEM images such as those
specifically available from standard LIDAR has bemsed to
generate three-dimensional (3-D) building models9][8
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However the data collected from LIDAR is going teyide
precise 3-D position values, the cost of collectinig data is
high and it is inadequate to give surface textalae [7-8].

Muller and Zaum [9] have presented an algoritfor
identification and performed classification of loliigs,
considering aerial images with help of region groyvi
technique. Song and Shan [10] implemented a teakniq
identify buildings from color imagery which are hig
resolution images. The authors have discussedewdys to
highlight the boundary of building and performed
segmentation of buildings. Active contour modeke Isnakes
for identifying the boundary of buildings have bgaesented
in [11-13]. Mayunga et al. [12] developed a sentbawatic
building identification technique specifically takefrom
QuickBird images by selecting a point on the bouyndar
each particular building. Then, the initial curve$ the
specific prototype are provided and precise boundafues
of corresponding buildings are identified by makirge of an
iterative function.

In the past, to acquire 3D data, the DSM notale been
used as input data for automatic and semi-autonadts.
DSM not only contains information like Digital Elation
Models (DEM), but also about the buildings and othigects
higher than surrounding topographic surfaces suchrees.
There are several methods using DSM to detectuiiditgs.
Authors focused on the polygon structure of thédngs and
rooftop contours in their work. Tournaire et a¥Jlised point
processes on digital elevation models. Brunn andniézi
[15] separated buildings and vegetation areas ubkgight
data and geometric information on DSM data. Abdulld
Cem Unsalan, and Peter R. [16] proposed two novédhadst
to detect buildings by combining panchromatic an8MD
data. The major drawback of DSM based scheme isaha
group of trees may look like a building and theseno easy
way to separate them. The work proposed throughghper
attempts to address this limitations using DSM nediihe
details of proposed work are presented in next@ect

Ill. DESCRIPTION OF THE PROPOSED WORK
The focus of this paper is the detection of buigirfrom

high-resolution panchromatic images. An approaasgmted
in this paper is designed to effectively extraat thuilding
features as outlined in Figure 1. The details ahestep are
presented as below.
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Fig 1: Block diagram of proposed work

A. Image Enhancement

The main goal of enhancement is to enhance thaléstects
input image to improve the contrast between theetar
(buildings) and non-target (non-buildings) for hidavel
processing. An enhancement operator will signifilgan
increase (or reduce) the brightness of bright éskdbuilding
structures in the original image, however the remgét pixels
are not affected. The key point is that a manmadujecbtends
to be more homogeneous than that of natural objects
Therefore, morphological operators are useful imiahte
them. Since ‘Opening’ suppresses bright region‘&@haking’
suppresses dark region, they are used in combmai®
morphological filters for image smoothing noise osal
[2],[17].

B. IGV Feature Extraction

In manmade structure, the internal region is more
homogeneous than the outer region. The variatiorthan
internal pixels is low; the corresponding IGV isallow. At

the same time, the IGV will be high at the borderels.

Whereas, in non-manmade structures the variatiorthef
internal pixels and the external pixel is lessstite internal
pixels and external pixels of the natural structare almost
same. Application of standard edge operators td fime

boundaries of buildings is unlikely to be successfince the
manmade objects are not well separated from natljakts.
Thus to enhance the difference between them, ptoposed
to use of the IGV feature. The enhancement teclentqnds
to increase (or reduce) the brightness of bright dark)

building structure and blurs the non-manmade objsath as
trees. As a result, the variance of each pixeliwiém object is
low, and is high at the boundary of the objectghia way the
IGV simplifies the identification of boundary poinbf the
manmade objects. Since non manmade regions are
strongly different from the background in the enteth
image, they are blurred. Thus, the enhancement IGwl

feature extraction is very important in order tdregt the
buildings effectively. The IGV feature extracticndetailed as
below.

not

IGV feature extraction includes calculatinge thverage
gray intensity within a 5x5 working window and then
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computing the IGV feature. The following steps axplthe
IGV feature extraction.

1. Average gray value of the pixels within a working
window is computed as

H(x, y) =— T=_ g Ei;:": _ RE+LY ] Q)
2. IGV feature is computed as
IGV(X,y) =E,7% V7 [hix+iy+i— wixysi]t (2)

C. Digital Surface Model (DSM) Technique

The proposed method is based upon the detectiaoroer
points and building shadows. In order to detect ¢bener
points and building shadows, we have used two réiffe
digital surface models. In the DSM proposed in [I5f each
of the local feature of the underlying image, twector are
generated; one for the dark shaded buildings aadther is
for the lightly shaded buildings. Methods outlinad15] fail
to provide 100% building detection. Hence it is govsed to
use another DSM [16] method to achieve maximumatiete
efficiency along with the method proposed in [15].
Description of DSM method [16] is as below.

The normalized DSM is the difference betweesivDand
Digital Elevation Model (DEM) describing the topaghic
surface. Normalized DSM also provides the infororatbout
buildings approximately referenced to a plane. @lob
threshold for segmentation yields proper outputtfer small
vegetation group. The size criterion selectionds sufficient
for larger vegetation area or vegetation area diodwmiildings
[16]. To overcome this problem, information usingyBsian
network classification is obtained which is an ioygment
over binary classification scheme. In the followitiges
description of Bayesian Networks for -classificatiaa
presented.

Bayesian Networks for Classification

This approach uses the height information from the
normalized DSM (that isANh’), the step edge magnitudes
(that is ‘StepE’) and the variances of surface radisr(that is
‘N Var’)[16]. Pyramids of Random Variables (RV), givey

by = be(ey f) ®)
are generated based on these features. In the aoaéion x,
y denotes the positiorf, is determined as the used group of
features f. The probability that a particular pasitmember of
a building region in an image is denoted with piolity P
(by(x, y) = T), and the probability P {, y) = F). Thus the
probability of the complimentary event, is given by

Phaiey) = F) = 1 — Plhgey) = T 4)
Using height information of Normalized DSMNh, the
probability  P(l(x, y) = T), that is the point (x, y) is member
of a building segment and is given as

P(a(x, Y)=T) =
y Biblx. ) =T|bg lx v) =5, bslx, v.ANR) = 5)
=]
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FPlog (. y) =5 )P (0albylx v.ANR) = 53)

©)

where the tupel (§S) has the values {(T, T), (F, T), (T, F),
(F, F)}. The term P (f, (X, y) = T) defines the posterior
probability obtained from on the (d+1)evel of the pyramid,
P (by(x, y, f = ANh)) denotes the probability derived taking
the feature on the'tlevel into account, and P (lgx, y) |
bg+1(X, ¥), ky(X, ¥, ANh)) is the conditional probability. The
probability P (R(x, y, f) = T |®) that a feature vector belongs
to the region in the feature space a priori defibhgd'®’,
Covariance matrix ‘C’ is calculated by

__:__:%_I-ge.w (—=(f -y cf -6 (6)

iy . )
P{blx.y)) =

D. Seed Point Detection Technique

There are different manmade structures like bugslin
bridges, roads, and oil tanks present in the scme
panchromatic remote sensing satellite image withitéid
spectral resolution has three characteristics, Mizinknown
number of material classes (nonparametric); 2) Arightness
values of the classes overlap; 3) The variatioa phrticular
material class may not be unimodal (non-Gaussi@og to
these properties it is difficult to correctly segrnéhe original
panchromatic image, especially manmade and non-mdem
classes in different segments. To overcome thibleno, the
enhanced image is transformed into IGV feature ephater
a clustering-based segmentation technique is usdsotate
manmade structures from the background.

Seed-based clustering methods start with daoitial seed
points and growing clusters around them. Two funetzsa
problems with all seed based techniques are thedaaevell
defined methods to select initial seed points, iaathility of
these techniques to deal with complex clustersov@rcome
this problem multiseed technique-based clustereapriique
is used [18-19].

The seed point technique, uses the informatioth from
the enhanced image and IGV feature. Initially, 4bed points
are detected using multi seed technique [18-19]thef
enhanced image. Then the final seed points aretdetesing
the IGV feature of the enhanced image. These swedsalled
variance seeds. The multiseed technique workstiafédg in
the enhanced image rather than the IGV feature espac
because the range of the feature space is muadr ldrgn that
of the enhance image. If the multi seed techniguepiplied
directly to IGV feature space, it is comparativelypensive
due its occupancy of large data volume and the gegds are
very close to each other due to small variation.aAsesult
clusters are not formed properly. Therefore seadtpdrom
enhanced image are selected instead of the IGWirteat
images.

E. Clustering

Applying multiseed clustering technique [18-19] editly to
enhanced image, many clustered regions are obtaimedt is
very challenging to identify building structuresorin the
clustered image in unsupervised method. This protdan be
overcome using a technique of nearest neighbortering
method in the IGV feature space using detected peéts
VS[i],i=1,2,..., kare the k seed pointhigter centers) in
the IGV feature space. In the IGV feature spacé sample
is grouped to the nearest cluster centre. Thisogahrensures
that grouping of the boundary pixels of manmadacstires
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into a single cluster are distinct from the clusterade by
non-manmade features. Thus the detection of thigsradue
in the binarization process is quite easier anddgienore
accurate results for manmade structures.

F. Binarization

It is difficult to distinguish internal region arttbrder region
in the image as the manmade objects have nattigdthess.
In order to overcome this problem, the thresholdaged
binarization technique is used [19] with the infensof
mapping the points in the feature space back imoitage
space by binarizing the IGV clustered features. ugmoit is
simple to use threshold-based binarization, detgcthe
threshold value automatically is difficult. In suatsituation, a
threshold on the bimodality detection has beengseg [19].

G. Thinning and Component Filtering Operation

In the image after the binarization process, matgefalarms

are present. These can be removed by using soroe pri

knowledge [1]. Initially, for a particular regioii,there are no
building edges and shadows in the image regioernsored.
Very small regions are unlikely to be buildingsge aalso
removed. To determine the accurate position ofbthiéding

and its shadow, it is important to use the thinmpngcess. The
important shape factor to represent the objeceismeter and
length. However it is difficult to estimate shapactbr

accurately. The boundaries of the manmade strucinee
highlighted with image binarization. However theuhdaries
obtained are thicker. To represent these thick Baries
linear/curvilinear representation is used in thirgnprocess.

To reduce the thickness of the building somhars have
used Sobel operator [20]. This operator
the threshold output of edge detector to the limkikh are of
single pixel thickness, but pixels at the extremdseof lines
are not affected. After thinning process, due tis@anany
small regions remain. These regions are removedguai
simple filtering step based on the length. In thigy, all
thinned regions having
threshold (LT) are eliminated from further processi

H. Shadow Detection Technique

reduces

lengths less than a predéfin

The shadows can be clearly distinguished from the

background in the scene, in case of satellite imadde
image consists of many shadows of different objeatsh as
buildings, towers, bridges. To detect the buildihg shadow
information has been frequently used [1], [21-22].

An algorithm to automatically detect and rem@hadows
in an image is proposed by Paul [21]. A methoddtect the
shadow using select correct features and paramederdeen
proposed by Liu et al. [22]. This method as useadetv
information to confirm that a detected object idulding.
The important property of the shadow is its lowaninance
[1], which determines the presence of shadow initinege.
An enhanced image is used for the detection of@hadince
they manifest as clear and darker regions in thegen The

proposed shadow detection technique for panchromati

satellite images is a modified version of the thodd-based
technique proposed by Otsu’'s method [23]. Otsu'shos:
and the proposed (modified Otsu's) method is oetliras
below.
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1. Compute histogram and probabilities of each intgnsit

level
2. Setupinitials; (07 andg;0)
3. Step through all possible
thresholdg = 1. .. maximum intensity
1.Updatew; andjy;
2.Computes®;, (t) and sz (2)
4. Desired threshold corresponds to
Desired threshold £-222 =2z (0 (9)
where (1) is class probability ang(t7 is class mean,

i =0and 1.7, (t)is the greater max angf,, () is the
greater or equal maximum.

I. False Alarm Reduction Technique

This step is used to reduce the false alarm olddirmen the
output of the thinning technique step. The techaigses the
positional information of building edge and shadothe
position of the shadow with respect to the buildilegpends on
the position of sun and look angle of the satellid¢ any
instant of time the shadow of all buildings in artjgalar
image is in the same direction, i.e., the posititdrshadow
either may be right/left/above/below/diagonal. \dsithis
information, the buildings are identified usingléoling steps.

1) Remove such shadows that don't have edge in the edge

map image in an appropriate position.

2) Identify at least one nonzero pixel of edge mapgenas
the “building seed.”

3) If there exits a building seed then eight-neighbor
connected component of the edge map image forethe s
is kept as it is; else, the edge component fromethge
map image is deleted.

J. Segmentation

For effective segmentation, thresholding the targetd
background in the image is considered. Otsu metbaded
for segmentation [23]. The final building detecti@tep
considers an enhanced image. The segmentation sgrase
based upon the local adaptive thresholding. Anyalloc
adaptive thresholding-based operation depends @meifion
size (that is the area of the image in which sedatiem
operation is to be performed). The output of faidarm
reduction technique module is used. Each conneetlgk
region of the final (high probable) building edgeage is
considered as a candidate for region thresholdifige
adaptive threshold based segmentation procedurg ubie
final building edge and enhanced images is degtriae
below.

1. First, find four points, that is right-most, leftast, top-
most, and bottom-most points of a particular cotetec
edge region from the final building edge image. Base
upon these four points, the bounding rectangleoreg
obtained and this rectangle is the region of irstefer
segmentation.

2. Find the corresponding
enhanced image.

3. Determine the threshold value (OT) by applying the
Otsu’s algorithm to the rectangular region of the
enhanced image.

4. Segment the rectangular region of the enhanceddmag

rectangular region of the
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. COLif R v) < 0T
iy ) =40 Ly
= hixvi=0T

(10)

where the pixek(y) belongs to the rectangular region.

5. Repeat the above steps for all connected edge segion
the final building edge image.

The result of this step is the set of building stiwes detected

in the image.

IV. RESULTS AND DISCUSSIONS
In this paper, we have evaluated the performanceusf

approach with scenes obtained from IKONOS, QuickBird
panchromatic, and Google maps imagery. We have also

compared our results with other algorithms in &tare that
have used IKONOS, QuickBird and Google maps images.

Figure 2(a) shows an image of a satelliteizef 840 x 210.
We have used a 5 x 5 seed template for enhanceshéné
image. The enhanced image using the proposed thgois
shown in Figure 2(b) and it is observed that thdding

structures are smooth and enhanced as comparetieto t

C) (h)
Fig: 2 (a) Original image. (b) Enhanced image. (c3hadow overlade image. (d) Clustered image of th&V features. (e)
Binary image. (f) Thinned image. (g) Edge image by oay operator. (h) Small component filtered image.
(i) Building edge image. (j) Final detected buildig structures.

original image [Figure 2(a)]. The algorithm for sloav
detection shows a white color overlaid on the odgimage
as shown in Figure 2(c). Figure 2(d) shows the tehasl
image by the proposed technique and it is obsettvaidpixel
intensity is low at the centre of the buildings drigh at the
border of buildings. It is also observed that thestrof low
IGV feature values are formed as a single clustigiure 2(e)
shows the image using the binarization proceds.dbserved
from Figure 2(e) that, most of the manmade strectur
boundaries are detected. Figure 2(f) shows thenginimage
of the buildings. It shows the presence of thinvidimear
feature in the image. These features are eliminaseshown
in the Figure 2(h). The corresponding image witgesdetails
is shown in Figure 2(g) for edge extraction canmiges
operator is used. It can be seen from Figure 2{(g) small
unwanted edges of non-manmade structures are prasdn
hence it is difficult to isolate the building eddesm the non-
building edges in many places. Thus, a qualitadivalysis of
the results shows that the proposed algorithm ésessful in
extracting the building edge features better thtreroedge
operators. Figure 2(i) shows the final building edgage
after false alarm reduction. Finally, the detectadlding
structure (after segmentation) is shown in the fEd()).

Fig: 3 (a) Original image of size 404 x 402. (b) Bding detected by proposed method. (c) Buildingsetected by R [1].
(d) Original image of size 401 x 400. (e) Buildindetected by proposed method. (f) Buildings detectduy R [1].

For an image of size 600 x 600 shown in féd}(a). The
final detected building structure by the proposeethad is
shown in Figure 3(b). From the results it is obsednthat,
though the original image is shadow free, the tesubtained
are much encouraging. Thus it can be said thatptbposed
approach is quite efficient in detecting the maximaumber
of buildings in a scene without shadows. Figure) 3ftbws a
Kalaburagi City image taken from the Google Mapsrseu
Figure 3(e) shows the corresponding building detedly the
proposed method. From the results it is observegqsed
method works better even for a low resolution insage
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Observe that a low resolution image can also bd fmeour
method. All the buildings in the image are detected

Finally, we calculate the performance of owtmod using
a metric proposed by Lin and Nevatia [24]. Here,campare
the results with the ground truth derived manuallhe
metrics used are:

Detection Percentage (DP)'_

Branch Factor (BF) —:__:: .

B
TF=FF
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where ‘TP (true positive)’ is the building detectetnually
and using the proposed algorithm, ‘FP (false pomjtiis
building detected by proposed algorithm only, amil ‘(true
negative)’ is building detected only by manual noeth

buildings are found erroneously. If DP is 100% whis true

in case of ‘class image’; the BF also increasessTha goal

is to maximize the DP while keeping the BF low. This
requirement has been met in the proposed appra&shoavn

in through the results tabulated in Table 1. Tdblgescribes
the values of TP, TN, FP, DP, and BF for the foiffecent
images. The mean detection percentage by the prdpos
method is more, while the mean branch factor is
comparatively less.

The building is said to be detected if a smpalft of it is
detected by the proposed method. Here, we calcthatéwo
metrics by comparing the output image with the gbtruth.
DP describes how many existing buildings in thegenare
found by the automatic approach, and BF indicates tnany

Table 1: Evaluation Results for different satellite mages

Image Proposed Method Existing method R[1]
TP FP TN DP (%)| BF (%) TP FP TN DP (%) BF (%)
Fig. 2 63 2 17 87.5 3.07 41 2 31 56.94 4.65
Fig. 3(a) 245 7 17 93.51 2.77 100 2 162 38.16 1.96
Fig. 3(d) 44 3 3 93.61 6.38 19 1 28 40.42 5
Mean DP =91.54% DP =45.1%
BF = 4.07% (overall) BF = 3.87%
V. CONCLUSION [6] D. S. Lee, J. Shan, and J. S. Bethel, “Class guided
Satellite imagery contains important inforroatiand it is building extraction from IKONOS imagery,”
also source of knowledge for many different appides. Photogramm. Eng. Remote Sens., vol. 69, no. 2, pp. 143—
Building is considered as an important object inelite 150, 2003.

F. Rottensteiner, J. Trinder, S. Clode, and K. Kubik,
“Using the Dempster-Shater method for the fusion of
LIDAR data and multi-spectral images for building
detection,” Inform. Fusion, vol. 6, no. 4, pp. 283-300,

2005.

R. O. C. Tse, C. M. Gold, and D. Kidner, “A new

image and the building detection has a large nurdfer [7]
applications. During the development of our work feend

two issues; low signal-to-noise ratio and weak obgignal in

the specified images. Most of the previous algarih
discussed in this paper are not fully automatedr ®ark

attempted to present a fully automated techniquerégisely [8]

identify the building from high-resolution panchratic
images which are remotely sensed. Our method peevide
spectral and spatial characteristics by making afsenulti-
step mechanism. The results prove that our apprizachary
precise and effective in comparison with other atbms
reported in the literature.
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