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Abstract— Nowadays wireless sensor network are liked due
to monitoring the presence of situation in many aplications like
industrial, environmental sensing, health care etcEnergy
capability is a crucial view in wireless sensor netorks to
overcome this problem the efficient technique oflastering is
used to achieve more data transmission, long netwolifetime,
less time consuming process, minimize energy ugétion. In this
paper propose multi cluster head groups, multi cluer heads via
Load Balanced Clustering and Dual Data Uploading ath
sencar. It is responsible to maintain the energy ral data
transmission from each sub node. In each cluster hd collect
data and energy level form sub nodes then transmitto the
cluster group head. Here Multi User-Multi input  multi
output(MIMO) is used for multi data transmission to the sink,
each nodes connected their cluster heads and semglipacket to
the sink via cluster heads and group heads. Sinkssign Id to
each node for identification purpose which node trasmit data.
Although the transmission of inter cluster, each laster head
group data is gathered by SenCar then transport th data to the
static data sink. Sencar is the mobility of mobilenodes used to
update the energy in which the node have low energlf sencar .
has low energy then it is energized by sink is théase station
controls the entire network .As the Simulation reslts exhibit
that the proposed load balanced clustering maintas the energy
level as well as more data-gathering to increashe network life
time.

Index Terms— Wireless Sensor Network, Multi Cluster Head
and Cluster Head Group (CHG) , Energy Capability , &ncar.

I. INTRODUCTION

THE proliferation of the implementation for lovest,
low-power, multifunctional sensors has made wirekesnsor
networks (WSNs) a prominent data collection panadfgr
extracting local measures of interests. In sucHiegtfons,

Due to these constraints, it is crucial to desigm a
energy-efficient data collection scheme that coresienergy
uniformly across the sensing field to achieve lomgwork
lifetime [3]. Furthermore, as sensing data in some
applications are time-sensitive, data collectionymze
required to be performed within a specified timanie.
Therefore, an efficient, large-scale data collectszheme
should aim at good scalability, long network lifieé and low
data latency. Several approaches have been progosed
efficient data collection in the literature. Basetthe focus of
these works, we can roughly divide them into tluategories.
The first category is the enhanced relay routingyhich data
are relayed among sensors. Besides relaying, sdher o
factors, such as load balance, schedule patterndatel
redundancy, are also considered. The second cgtegor
organizes sensors into clusters and allows clustads to
take the responsibility for forwarding data to tlata
.Clustering is particularly useful for applicationsith
scalability requirement and is very effective ircdbd data
aggregation since it can reduce the collisionsteance load
among sensors. The third category is to make useobile
collectors to take the burden of data routing freemsors.
Although these works provide effective solutions data
collection in WSNs, their inefficiencies have bewsticed.
Specifically, in relay routing schemes, minimiziegergy
consumption on the forwarding path does not necéssa
prolong network lifetime, since some critical seisson the
path may run out of energy faster than othersluster- based
schemes, cluster heads will inevitably consume

. RELATEDWORK

Relay routing is a simple and effective approaxhotuting
messages to the data sink in a multi-hop fashitven@ et al

sensors are generally densely deployed and randorgi¥vised a coordinated transfer schedule by choagiemate

scattered over a sensing field and left unatteradied being
deployed, which makes it difficult to recharge eplace their
batteries. After sensors form into autonomous degaions,
those sensors near the data sink typically deptle¢ir
batteries much faster than others due to moreingasaffic.

routes to avoid congestions. Wu et al. Studied the
construction of a maximum-lifetime data gatheringet by
designing an algorithm that starts from an arbjttaee and
iteratively reduces the load on bottleneck nodes. &t
al.studied deployments of relay nodes to elongatevark

When sensors around the data sink deplete theiggne |ifetime. Gnewali et al. evaluated collection trpeotocol

network connectivity and coverage may not be guesgh

(CTP) via testbeds. CTP computes wireless routagtag to
wireless link status and satisfies reliability, wsiness,
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efficiency and hardware independence
However, when some nodes on the critical pathswbgect to
energy depletion, data collection performance ik
deteriorated. Another approach is to allow noddstm into
clusters to reduce the number of relays. Heinzeletaal.
proposed a cluster formation scheme, named LEAGHEw
results in the smallest expected number of cluskéosever,
it does not guarantee good cluster head distributind

requirementsetworks (WSNs) a outstanding information assortmen

paradigm for extracting native measures of intsrdst such
applications, sensors are typically densely demloged
arbitrarily scattered over a sensing field and lefattended
once being deployed, that makes it tough to reehang
replace their batteries. once sensors kind intoraumous
organizations, those sensors close to the infoomagink
usually deplete their batteries a lot of quickeanttothers

assumes uniform energy consumption for cluster $ieadttributable to additional relaying traffic. oncensors round

Younis and Fahmy further proposed “HEED,” in whigh
combination of residual energy and cost is considers the
metric in cluster head selection.
well-distributed cluster heads and compact clustemng et
al. considered energy efficient clustering in losgyeless
sensor networks based on link quality. Amis et/&ddressed
d-hop clustering with each node being at most dstenpay
from a cluster head. In these cluster-based schdesgles
serving as the aggregation point for local datdectbn, a
cluster head also acts as a scheduler or contrédier
in-network processing. Zhang et al considered iefiic
scheduling of cluster heads to alleviate the dolis among
different transmissions. Gedik et al. and Liu eeaplored the
correlation of sensing data and dynamically partiéd.

. EXISTING SYSTEM

Several approaches have been proposed for effidegat
collection in the literature. Based on the focutheke works,
we can roughly divide them into three categories.

The first category is the enhanced relay routingyhich
data are relayed among sensors. Besides relagimg sther
factors, such as load balance, schedule patterndate
redundancy, are also considered.

The second category organizes sensors into cluatets
allows cluster heads to take the responsibilityféowarding
data to the data sink. Clustering is particulargeful for
applications with scalability requirement and isyveffective
in local data aggregation since it can reduce diiesions and
balance load among sensors.

The third category is to make use of mobile cotiesto
take the burden of data routing from sensors.

A. Drawbacks of Existing System

In relay routing schemes, minimizing energy constimnp
on the forwarding path does not necessarily proluetgvork
lifetime, since some critical sensors on the padlyg mn out of
energy faster than others.

In cluster-based schemes, cluster heads will iabhjt

consume much more energy than other sensors due to

handling intra-cluster aggregation and inter-clustiata
forwarding.

Though using mobile collectors may alleviate norfarm
energy consumption, it may result in unsatisfactdata
collection latency.

IV. PROPOSELBYSTEM

The proliferation of the implementation for chelapy power,
multifunctional sensing elements has created vssetensor

the information sink deplete their energy, netwpriperty
and coverage might not be secured. attributabl¢hése

HEED can produceonstraints, it's crucial to style an energy-eéficiinformation

assortment theme that consumes energy uniformtsadhe
sensing field to attain long network time periocreover, as
sensing information in some applications are timesgive,
information assortment is also needed to be peddrimside

a fixed time-frame. Therefore, AN economical, |lasgale
information assortment theme ought to aim at smart
measurability, long network time period and lowoimhation
latency. many approaches are planned for economical
information assortment within the literature. sugied the
main target of those works, we will roughly divithem into 3
classes.

A. Advantages of Proposed System

We propose a three-layer mobile data collection
framework, named Load Balanced Clustering and Daah
Uploading (LBC-DDU).

The main motivation is to utilize distributed cleshg for
scalability, to employ mobility for energy savingdauniform
energy consumption, and to exploit Multi-User
Multiple-Input and Multiple-Output (MU-MIMO) techgue
for concurrent data uploading to shorten latendye Tain
contributions of this work can be summarized akvad.

First, we propose a distributed algorithm to organi
sensors into clusters, where each cluster haspiaultiuster
heads.

Second, multiple cluster heads within a cluster can
collaborate with each other to perform energy affit
inter-cluster transmissions.

Third, we deploy a mobile collector with two antesn
(called SenCar in this paper) to allow concurrepibading
from two cluster heads by using MU-MIMO communioati
The SenCar collects data from the cluster headeidiyjng
each cluster. It chooses the stop locations ins#dd cluster
and determines the sequence to visit them, sudhdtita
collection can be done in minimum time.
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V. IMPLEMENTATION

A. Initialization Phase

In the initialization phase, each sensor acquése# with all
the neighbors in its proximity. If a sensor is aalated node
(i.e., no neighbor exists), it claims itself to ®de&luster head
and the cluster only contains itself. Otherwissgasor, say,
si, first sets its status as “tentative” and itisiah priority by
the percentage of residual energy. Then, si s@rtseighbors
by their initial priorities and picks neighbors withe highest
initial priorities, which are temporarily treatesl its candidate
peers. We denote the set of all the candidate péarsensor
by A. Itimplies that once si successfully claimde a cluster
head, its up-to-date candidate peers would alsmaatically
become the cluster heads, and all of them fornCiH& of
their cluster. si sets its priority by summing up initial
priority with those of its candidate peers. In thisy, a sensor
can choose its favorable peers along with its stdéacision.

B. SatusClaim

In the second module, each sensor determinesaitsssby
iteratively updating its local information, refraig from

promptly claiming to be a cluster head. We use ritbde

degree to control the maximum number of iteratimnseach
sensor. Whether a sensor can finally become aeclbisiad
primarily depends on its priority. Specifically, vipartition

the priority into three zones by two thresholdsarld tm (th>
tm) , which enable a sensor to declare itself tal®uster
head or member, respectively, before reaching &simum

number of iterations. During the iterations, in sooases, if
the priority of a sensor is greater than th or lgem tm

compared with its neighbors, it can immediatelyidedts

final status and quit from the iteration.

We denote the potential cluster heads in the neigditdnd of

a sensor by a set B. In each iteration, a sengrsidirst tries
to probabilistically include itself into si:B as t@ntative

cluster head if it is not in already. Once sucadssf packet
includes its node ID and priority will be sent cand the
sensors in the proximity will add si as their pdi@ncluster

heads upon receiving the packet. Then, si chesksuitrent
potential cluster heads. If they do exist, theeetano cases for
si to make the final status decision, otherwiseaild stay in
the tentative status for the next round of iteratio

C. Cluster Forming

The third module is cluster forming that decideschlitluster
head a sensor should be associated with. Theiariten be
described as follows: for a sensor with tentatitegus or
being a cluster member, it would randomly affiliaself with
a cluster head among its candidate peers for |@danbe
purpose. In the rare case that there is no clhsted among
the candidate peers of a sensor with tentativesttte sensor
would claim itself and its current candidate peassthe
cluster heads.

D. Synchronization among Cluster Heads

To perform data collection by TDMA techniques, aaluster
time synchronization among established cluster sishduld
be considered. The fourth phase is to synchrooiza tlocks

initial priority and local clock information to o#h nodes in
the CHG. Then it examines the received beacon mesda
see if the priority of a beacon message is higligyes, it
adjusts its local clock according to the timestaafpthe
beacon message. In our framework, such synchrdmizat
among cluster heads is only performed while Seni&ar
collecting data. Because data collection is nof frequent in
most mobile data gathering applications, messagehead is
certainly manageable within a cluster.

VI. CONCLUSION

In this paper, we have proposed the LBC-DDU
framework for mobile data collection in a WSN. dnsists of
sensor layer, cluster head layer and SenCar |&yemploys
distributed load balanced clustering for sensor
self-organization, adopts  collaborative  inter-chust
communication for energy-efficient transmissionsoam
CHGs, uses dual data uploading for fast data dadlecand
optimizes SenCar’'s mobility to fully enjoy the béte of
MU-MIMO. Our performance study demonstrates the
effectiveness of the proposed framework. The ressitow
that LBC-DDU can greatly reduce energy consumptions
alleviating routing burdens on nodes and balangiockload
among cluster heads, which achieves 20 percentdatss
collection time compared to SISO mobile data gatigeand
over 60 percent energy saving on cluster headshaVe also
justified the energy overhead and explored theltesvith
different numbers of cluster heads in the framew&rkally,
we would like to point out that there are some reséng
problems that may be studied in our future worke Tinst
problem is how to find polling points and compagiphirs for
each cluster. A discretization scheme should beldped to
partition the continuous space to locate the optjpadling
point for each cluster. Then finding the compatipkrs
becomes a matching problem to achieve optimal dvera
spatial diversity. The second problem is how toesitie
MIMO uploading from multiple clusters. An algoriththat
adapts to the current MIMO-based transmission adirey
algorithms should be studied in future.
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