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 
Abstract— Block truncation coding (BTC) has been 

considered a highly efficient compression technique for 
decades. However, its inherent artifacts, blocking effect and 
false contour, caused by low bit rate configuration are the key 
problems. To deal with these, an improved BTC, namely 
dot-diffused BTC (DDBTC), is proposed in this paper. 
Moreover, this method can provide excellent processing 
efficiency by exploiting the nature parallelism advantage of the 
dot diffusion, and excellent image quality can also be offered 
through co-optimizing the class matrix and diffused matrix of 
the dot diffusion. According to the experimental results, the 
proposed DDBTC is superior to the former error-diffused BTC 
in terms of various objective image quality assessment methods 
as well as processing efficiency. In addition, the DDBTC also 
shows a significant image quality improvement comparing with 
that of the former ordered-dither BTC. 
 

Index Terms— Block truncation coding(BTC),  image 
compression,  Dot diffusion ,  Halftoning,  Optimization 
 

I. INTRODUCTION 

  BLOCK truncation coding (BTC), which was proposed 
by Delp and Mitchell in 1979 [1], is a technique for image 
compression. The basic concept of this technique is to divide 
the original image into many non-overlapped blocks, each of 
which is represented by two distinct values. In traditional 
BTC, the two values preserve the first- and second-moment 
characteristics of the original block. When a BTC image is 
transmitted, a pair of values (2 × 8 bits/block) and the 
corresponding bitmap which addresses the arrangement of 
the two values in each block (1 bit/pixel) are required. 
Although BTC cannot provide a comparable coding gain to 
other modern compression techniques, such as JPEG or 
JPEG2000, the complexity of the BTC is much lower than 
that of the above techniques. 

II. LITERATURE SURVEY 

 
 In paper [1] author  E. J. Delp, O. R. Mitchell, et al 

described “Image compression  using block truncation 
coding technique”. 

A technique for image compression called block coding is 
derived and compared with transform and other techniques. 
The BTC algorithm uses a two-level (one-bit) nonparametric 
quantizer that adapts to local properties of the image. The 
quantizer that shows great promise is one which preserves the 
local sample moments. This quantizer produces good quality 

 
 

images that appear to be enhanced at data rates of 1.5 bits 
picture element. No large data storage is required, and the 
computations name all. The quantizer is compared with 
standard (minimum mean-square error and mean absolute 
error) one-bit quantizers. Modifications of the basic BTC 
algorithm are discussed along with the performance of BTC 
in the presence of channel errors. 

In paper [2] author D. R. Halverson,  N. C. Griswold,  G. 
L. Wise, et al described  “A generalized block truncation 
coding algorithm for image compression,”  

Block Truncation Coding is a recently developed approach 
to image compression whose design is specified by the 
appropriate moment preserving quantizer. In this paper we 
show how the basic Block Truncation Coding algorithm can 
be generalized to include a family of moment preserving 
quantizers with the potential for improved performance. We 
then illustrate by way of example that such improvement is 
indeed possible from the standpoint of peak signal to noise 
ratio. There is a subclass of this family of moment preserving 
quantizers for which practical difficulties in implementation 
exist; however, we show that frequently we can avoid this 
subclass and still obtain good performance. 

In paper [3] authors V. Udpikar, J. P. Raina, et al described 
“Modified algorithm for block truncation coding of 
monochrome images,”. 

Block truncation coding (BTC) is a recent technique used 
in the coding of image data. In the letter a modified technique 
for BTC coding of image data is presented which is 
algorithmically simple and hence easy to implement. This 
new technique uses only the first-order statistical information 
as ‘block overhead’. The new algorithm is shown to be 
optimum in the mean-square sense for a particular class of 
BTC algorithms. The letter presents the results of using the 
new algorithm for a typical image and compares the 
performance with that of the earlier algorithm for the same 
image. 

In paper [4] author Q. Kanafani, A. Beghdadi, C. Fookes, 
et al described “Segmentation-based image compression 
using BTC-VQ technique,”. 

This paper proposes a new approach to image compression 
based on image segmentation using the EM algorithm and 
combined with BTC (Block Truncation Coding) and VQ 
(Vector Quantization). The main idea is to decompose the 
image into homogeneous and non-homogeneous blocks and 
then compress them using BTC or VQ. This block 
classification is achieved using an image segmentation based 
on the EM (Expectation-Maximization) algorithm. The use 
of the EM algorithm results in a good robust segmentation 
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with well behaved boundaries. The segmented image is then 
used to specify whether BTC or VQ is used to encode a block 
by assessing if it contains all pixels from a homogeneous or 
non-homogeneous region. BTC provides a simple and 
effective method for coding blocks which contain a lot of 
information or distinct edges due to its two-level quantizer. 
However, its lowest attainable hit rate is limited and it often 
introduces blocking effect in homogeneous regions. VQ on 
the other hand is more efficient due to a multilevel quantizer 
and thus results in better compression ratios. However, it 
does not retain any spatial information about the edges, 
resulting in stair casing effects. Previous attempts to combine 
both techniques into a hybrid algorithm only make use of 
simple measures such as image variance. Results for medical 
images show that this approach yields significant 
improvements over traditional BTC or VQ coding when used 
alone. 

In paper [5] author S. Horbelt , J. Crowcroft,ep al 
described  “A hybrid BTC/ADCT video codec simulation 
bench,”. 

We compare the performance of video compression 
algorithms in terms of compression ratio, video distortion 
and computation time in order to study the feasibility of a real 
time software videophone for 64 kbits/s channels, with 
flexible user defined compression methods. We can combine 
and adjust the compression algorithms to the required 
bandwidth and video quality. We introduce the double 
logarithmic CORT Diagram, which is a novel, visual method 
to combine and evaluate video compression algorithms. The 
implemented algorithms are subsampling, block truncation 
coding (BTC), adaptive discrete cosine transform (ADTC) 
and conditional refreshment. 1 Introduction is We compare 
the performance of video compression algorithms in terms of 
compression ratio, video distortion and computation time in 
order to study the feasibility of a real time software 
videophone for 64 kbits/s channels, with flexible user defined 
compression methods.  

III. BLOCK TRUNCATION CODING 

 
Block truncation coding is a simple and fast lossy 

compression technique for digitized gray scale images. 
Compared to other image compression techniques, BTC 
requires less computational effort and has good capability of 
combating channel errors. The key idea of BTC is to perform 
moment preserving quantization for blocks of pixels so that 
the quality of image will remain acceptable and at the same 
time the demand for the storage space will decrease. Even if 
the compression gain of the BTC algorithm is inferior to the 
standard JPEG algorithm, BTC has gained popularity due to 
its special usefulness. Several improvements of the basic 
method have been recently proposed in the literature. In 
BTC, the input image of size m x m pixels is divided into 
blocks of size 4 x 4 pixels. Each block is processed 
independent of each other. The mean value  are calculated for 
each block using the equations:x and the standard deviation.   

 

 
 
where k is the number of pixels in a block.  
 
A two-level quantization is done by transforming each 

pixel value into either 1 or 0. If the pixel value xi is greater 
than or equal to the mean x , then the pixel value xi is 
transformed to 1 otherwise the 0. This collection of 1’s and 
0’s is called a bit-plane  are preserved and are (B) of that 
block. The two statistical moments x and  transmitted or 
stored along with the bit-plane. Hence, a compressed block is 
a set of  and B}. For an uncompressed image, each block of 
pixels requires 16 x 8 ={ x ,  128 bits (in case of a gray scale 
image, where the bpp is 8) per block. But for an image 
compressed using BTC, a block requires only 32 bits (8 bits 
for x , 8 bits for  and 16 bits for the bit-plane) leading to a 
bit-rate of only 2 bpp. 

 
In general, the bit-rate is computed as:  
(b + b + k)/k= 1 + 2m/k bits per pixel (bpp)  
 
Where, b = Log2(L),  L is the maximum gray level 

intensity and k is the number of pixels in a block. The value 
of L is 256 for a gray scale image with 256 gray levels. While 
decoding, two quantizing levels q1 and q2 are calculated 
using the equations 
 

IV. BTC ALGORITHM 

 
Step1: Divide the image into small non-overlapping blocks 

of size 4 x 4 pixels.  of the block using the equations 
Step2: Compute the statistical moments x and  1, 2 and 3.  
Step3: Generate the bit-plane with 0’s and 1’s.  . 
Step4: Transmit or store the bit-plane, x  
 Step5: Repeat the steps 2 through 4 for all the blocks of 

the input image. 
 

V. DDBTC 

 
The proposed DDBTC is an improved version of the 

traditional BTC algorithm, thus the traditional algorithm will 
be firstly introduced for a better comprehension. Given an 
original image of size P × Q, and which is divided into many 
non-overlapped blocks of size M × N, then each block can be 
processed independently and eventually represented by two 
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values. The independent processing property yields the 
additional excellent parallelism advantage. To begin with, the 
first-, second-moment, and the corresponding variance are 
obtained by 

 
 

 
where the variable xi, j denotes the grayscale pixel value in 

a block. Since BTC is a one-bit quantizer with a threshold x 
to 

’ 
Where, q denotes the number of 1’s in the bit plane. Each 1 

in  the bit-plane is replaced with q2 and 0 is replaced with q1. 
This gives the reconstructed image. This method is fast, easy 
to implement and has low computational complexity. 
binarize the block, the block is then replaced by bitmap as 
defined below 

 

 
and the reconstructed result is obtained as 
 

 
 
where the variable hi, j denotes the bitmap, which is 

employed to address the arranged positions of low mean (a) 
and high mean (b). The concept of the BTC is to preserve the 
first and second-moments of a block when the original value 
is substituted by its high or low means. Thus, the following 
two equations should be maintained.  

 

 
 

where m = M×N, and q denotes the number of pixels 
greater than x. The high and low means can be evaluated as 
follows 

 
such as parallel processing characteristic and the 

substitution of the two distinct values in a block. First, the 
corresponding maximum and minimum are obtained for the 
proposed method as below: 

 

 
 
where the vector B denotes a divided original block. The 

proposed algorithm has two main differences to that of the 
traditional BTC: 1) The high mean and low mean are 
replaced by the local maximum (xmax) and minimum (xmin) 
in a block, because the high dynamic range (xmax − xmin) 
can easily destroy the blocking effect and false contour, and 
2) the manner of bitmap generation is replaced by the 
dot-diffused half toning as detailed below. Suppose the 
original image and the divided block are of sizes P × Q and M 
× N, respectively, and each block can be processed 
independently. For each block, the processing order of pixels 
is defined by the class matrix as shown in Table I(a) and (c). 
For example, if the class matrix in Table I(a) is adopted, the 
original image is divided into blocks of the same size 8 × 8 as 
that of the class matrix. Each divided block maps to the same 
class matrix, and all of pixels associated with number zero in 
the class matrix are processed firstly 

 

 
where the variable xi,  j denotes the current input grayscale 

value, variable xi, j denotes the diffused error accumulated 
from neighboring processed pixels, and variable vi, j denotes 
the modified grayscale output. The variable yi, j denotes the 
binary output in the bitmap, and variable ei, j denotes the 
difference between the modified grayscale output vi, j and the 
binary output yi, j. The variable km,n denotes the diffused 
weighting, and R denotes the support region of diffused 
weighting, with a suggested size of 3 × 3 as in Knuth’s [2] 
and MeseVaidyanathan’s dot diffusion [3]. The diffused 
weighting can be represented as: 

 
 



International Journal of Emerging Technology in Computer Science & Electronics (IJETCSE)  
ISSN: 0976-1353 Volume 25 Issue 10 – NOVEMBER 2018. 

 
 

4 

 
The variable x denotes the pixel currently being processed. 

Nota associates to the numbers in the class matrix with a 
greater value than its own associated value.These are the 
pixels that have yet to be thresholded. The variable sum is the 
summation of the diffused weights corresponding to those 
unprocessed pixels.  

 
where the variable ci, j denotes the coefficient value in the 

class matrix. Fig. 1 shows an example which includes four 
independent blocks split by the thick lines. 

The class matrix in Table I(a) is employed. In this 
example, the central position with number 34 is the current 
processing position, and those numbers in gray represent the 
processed pixels. The arrows represent the possible diffusing 
directions. Since the pixels with numbers smaller than 34 are 
processed, the total number of diffusing directions is four, 
and thus the variable sum = k−1,−1 + k−1,0 + k0,−1 + k1,1 in 
this case. Notably, the error not only can diffuse to the self 
block, but also can diffuse to its neighboring blocks 

 

 

 
Fig 1: Diffusion between blocks using class matrix in 

Table I(a) 
 
Above figure demonstrated example of diffusion between 

blocks using the class matrix in Table I(a). Since the dot 
diffusion in DDBTC is different from the traditional one, 
such as the pixel depth of the represented values. 

 

 
For the current stage, DDBTC cannot provide better image 

quality than that of EDBTC for the following two reasons:  
 
1) The class matrix and the diffused matrix employed in 

traditional dot diffusion [2], [3] are designed for two-tone 
output, while the DDBTC generates multi-tone output when 
the bitmap is replaced with the maximum and minimum 
values of the block.  

 
2) The threshold employed in the traditional dot diffusion 

is a fixed number 128. This is different from that used in 
DDBTC, in which adaptive mean values are employed for 
each block. Consequently, we proposed a co-optimization 
procedure for the class matrix and diffused matrix to further 
improve image quality. Herein, the human-visual peak 
signal-to-noise ratio (HPSNR; named HVS-PSNR in [5]) is 
adopted as the cost function for IQA as defined in 

 
where xi, j and yi, j denote the original image and 

reconstructed image of size P × Q, respectively; the variable 
wm,n denotes the filter to simulate the low-pass property of 
HVS 
 

Algorithm: 

Step 1. The Mese-Vaidyanathan’s class matrix [3] is 
adopted as the initial Class matrix (C) in this optimization. 

Step 2. Suppose the coefficients in the class matrix are 
collocated as a 1D sequence. Successively swap each 
member C(i ) in the class matrix with one of the other 63 
members C( j ) (suppose the size of the class matrix is 8 × 8), 
where i _= j . 

 Step 3. Generate all potential diffused weightings km,n K 
by adjusting 10−6 within a range of 0 to 1. During the 
generation of diffused weighting, the nearest vertical and 
horizontal weights are fixed as 1, and the other four diagonals 
are kept at the same value.  

Step 4. Evaluate the average HPSNR using (6) with eight 
natural grayscale images of size 512 × 512, Lena, Mandrill, 
Peppers, Milk, Tiffany, Airplane, Lake, and Shuttle, with 
swapped class matrices (Step 2) and switched diffused 
weightings (Step 3).  
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Step 5. The successive combination of both swapped class 
matrices and switched diffused weightings is capable of 
achieving the highest DDBTC image quality by max(HPSNR 
(swapped C, switched K). These are then employed as the 
new class matrix and diffused matrix candidate.  

Step 6. Select another member C(i ), and perform Steps 2 
to 5.  

Step 7. If all swapped class matrices and switched diffused 
weightings cannot improve HPSNR, then terminate this 
optimization. Otherwise, perform Steps 2 to 6. 

VI. RESULTS AND DISCUSSION 
 

In this literature survey, the content based image retrieval 
techniques using Block Truncation Coding based 
compression schemes for color image has been scrutinized. 
Four techniques were selected for compression specifically, 
the typical Block Truncation Coding (BTC), Error Diffusion 
Block Truncation Coding (EDBTC), Ordered Dither Block 
Truncation Coding (ODBTC) and Dot Diffusion Block 
Truncation Coding (DDBTC). The BTC based techniques 
are suitable for image retrieval requiring fast execution since 
their simplicity, low computational burden, fault tolerance, 
the relatively high compression efficiency and good image 
quality of the decoded image. This survey starts with a brief 
introduction about CBIR basic concepts and its usage. In this 
survey find out that BTC based CBIR not only applied for 
gray scale image it can be extended for color image. For 
future study, these image retrieval schemes can be applied to 
Satellite Image Retrieval and Video Retrieval. New features 
can be added by extracting the BTC based compressed 
images, not only CCF/CHF and BPF/BHF, to enhance the 
retrieval performance. Since similarity distance is the heart of 
image retrieval system, an effective and suitable similarity 
distance can be applied to improve the overall performance. 
The user relevance feedback scheme can be added to retrieve 
more meaningful result. 
 

VII. CONCLUSION 

 
 This project presents a dot-diffused-based BTC image 

compression technique which can yield excellent image 
quality (even superior to that of the EDBTC_F), processing 
speed (faster than that of the EDBTC_F about 696× for block 
of size 8×8, and around 164× for block of size 16×16), and 
artifact free results (inherent blocking effect and false 
contour artifacts of the traditional BTC) simultaneously. The 
performance can be attributed to the use of the inherent 
parallelism of the dot diffusion and the proposed 
co-optimization procedure over the class matrix and diffused 
matrix. As documented in the experimental results, the 
proposed DDBTC is superior to EDBTC in terms of image 
quality and processing efficiency, and has much better image 
quality than that of the ODBTC. Thus, the proposed DDBTC 
has important values and impacts in prospective highly 
efficient or low powerless compression communication and 
related applications. 
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