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Abstract— Human action recognition is the process of
labeling image sequences with action labels. Robustlutions to
this problem have applications in domains such asisual
surveillance, video retrieval and human—computer iteraction.
The task is challenging due to variations in motiomerformance,
recording settings and inter-personal differencesRecognizing
basic human actions from a monocular view is an imgrtant task
for many applications such as video surveillance, uman
computer interaction and video content retrieval. Automatic
recognition of human activities in video would be seful for
surveillance, content-based summarization, and
human-computer interaction applications, yet it remains a
challenging problem. Some approaches seek ways teeasure
directly how humans are moving in the scene, usingchniques
for tracking, body pose estimation, or space-time hape
templates while others aim to categorize activitiebased on the
video’s over- all pattern of appearance and motionLBP is used
for feature extraction. KNN Classifier is used forclassification.

Index Terms—About four key words or
alphabetical order, separated by commas.

phrases in

I. INTRODUCTION

Human action recognition is the process of lalggiinage
sequences with action labels. Robust solutionsisgoroblem
have applications in domains such as visual suaveié,
video retrieval and human—computer interaction. &k is

work most similar in spirit to ours. Many early apaches
[12]-[18] were based on simple appearance modegs, (e
silhouettes) and performed tracking using stochasgarch
with kinematic constraints. However, silhouetteragtion
becomes unreliable because of complex backgrounds,
occlusions, and moving cameras. Moreover, stoahastirch
in these high-dimensional paces is notoriously idiff.
Facilitated by the advances in human detection oasth
[41-[7], [19], tracking by detection has been auUsof recent
work. For instance, Andriluka et al. [20], [21] cbimed the
initial estimate of the human pose across framesain
tracking-by-detection framework. Sapp et al. [2Bugled
locations of body joints within and across framesf an
ensemble of tractable sub-models. Wu and Nevatgj [2
propose an approach for detecting and trackingigbigrt
occluded people using an assembly of body partsh Su
tracking-by-detection approaches are attractivabse they
can avoid drift and recover from errors. The mastilar
work to ours are the recent fusion method by dtitth
together N-best hypotheses from frames of a viBeogos et
al. [24] merged multiple independent pose estimat¥sss
space and time using a non-maximum suppressioR. &Par
Ramanan [25] generated multiple diverse high-sgopose
proposals from a tree-structured model and uséthiam CRF
to track the pose through the sequence. Inspirgtéyecent
success on using convolutional neural network (CI26}

challenging due to variations in motion performance©r the task of human body pose detection, Jaial.e{27]
recording  settings and inter-personal  difference®roposed MoDeep for articulated human pose estimati

Recognizing basic human actions from a monoculewys Videos using a CNN architecture, which incorpordieth
an important task for many applications such asewid color and motion features. Compared to these msthmat

surveillance, human computer interaction and videotent
retrieval. Automatic recognition of human actiegiin video
would be useful for surveillance,

summarization, and human-computer
applications, yet it remains a challenging problesome

approaches seek ways to measure directly how huarans

moving in the scene, using techniques for trackigly pose
estimation, or space-time shape templates whilersthim to
categorize activities based on the video’s ovérpattern of
appearance and motion, often using spatio-tempoteest
operators and local descriptors to build the regregion.

Il. PREVIOUSWORK

A review of the literature on people tracking idhvieeyond
the scope of this paper. We focus our attentior loer the

work enforces temporal consistency by matching wide
trajectories to a spatio-temporal 3D model, andvide

content-basefobustness to view-point changes.
interaction

. LBP

The original LBP operator was introduced by Ojdlae
operator labels the pixels of an image by threshglthe 3 X
3 neighbourhood of each pixel with the center vednel
considering the result as a binary number. Thehitegram
of the labels can be used as a texture descriptor.
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The limitation of the basic LBP operator is its dm8aX 3
neighbourhood cannot capture dominant features laithe
scale structures. Hence the operator was extermagsd
neighbourhood of different sizes [9].
neighbourhoods and bilinearly interpolating thegpixalues
allow any radius and number of pixels in the ne@hhood.
At a center pixel tc, each neighboring pixel isgssd with a
binary label, which can be either “0” or “1,” deglmg on
whether the center pixel has higher intensity vahan the
neighboring pixel (see Fig. 1 for an illustration)he
neighboring pixels are the angularly evenly distréal
sample points over a circle with radius R centeaedhe
center pixel.

IV. K-NEARESTNEIGHBORHOOD(KNN) CLASSIFIER

K-nearest neighbor algorithm is a technique fossifging
data based on the closest training examples irfettire
space. Before using the KNN the protocol should
followed, i.e. given as: First the dataset is ddddinto a
testing and training set. For each row in thengsiet, the K
nearest training set objects is found, and thesifieation of

test data is determined by majority vote with ties broken at

random. If there are ties for the Kth nearest veitten all the
instances are included in the vote. The way the KNiSsifier
works is, first by calculating the distances betwtde testing
data vector and all of the training vectors usinggaticular
distance calculation methodology which is giverfdlews:

Considering the case of two input variable; the liHeen

distance between two input vectors p and q is coecbas the
magnitude of difference in vectors i.e. p - q , Whkeoth the

Using ciraqula

Upload vide«

\
[ Frame conversion ]

\
Preprocessing ]

Foreground detection ]

y
[ Feature extractic ]
y
KNN |
y
[ Action recognitior ]

be

data are having ,fhdimensions i.e. p= (p1, p2... pm) and g=

(91, g2,...,gm). The Euclidean distance betweéngd ,d°
is found to be

D(p.q) = |p—ql
=y — ) + (02— 92) - (P — G )?

The KNN classifier takes the test instanceé axd finds the
Knearest neighbors in the training data and assifhsnto
the class occurring most among the K neighbors.

Methodology
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Input video is acquired and frames are extractdeenT
frames will be resized. Resized frame is converted
grayscale and video is reconstructed. Then fitepplied to
obtain clear frames. Image is converted to binamy edge
detection is done. LBP features will be extracted &ained
using knn algorithm. Knn classifier is used to dethe pose
in the video.

V. CONCLUSION

In this paper, the system has proposed a view based
algorithm. It has usel- nearest neighbours (KNN) that
inherently provides slight invariance to translatib and
rotational shifts, partial occlusions as well askgmound
noise. Recognition of group activities is fundatadéin
different from single, or multi-user activity reaagion in that
the goal is to recognize the behavior of the grasipn entity,
rather than the activities of the individual mensbeithin it.
Group behavior is emergent in nature, meaning that
properties of the behavior of the group are fundaaiky
different then the properties of the behavior efitidividuals
within it, or any sum of that behavior. The maimlénges are
in modeling the behavior of the individual groupmieers, as
well as the roles of the individual within the gpodynamic
and their relationship to emergent behavior of dheup in
parallel. Challenges which must still be addressetude
guantification of the behavior and roles of indivéds who
join the group, integration of explicit models faoole
description into inference algorithms, and scaigbil
evaluations for very large groups and crowds. THyistem
can accurately perform the human activity recogniti
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