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Abstract— As transistors decrease in size more andhore of
them can be accommodated in a single die, thus ireasing chip
computational capabilities. However, transistors canot get
much smaller than their current size. The quantum-do cellular
automata (QCA) approach represents one of the posde
solutions in overcoming this physical limit, even Hough the
design of logic modules in QCA is not always straigforward. In

this brief, we propose a new adder that outperformsll state-of-
theart competitors and achieves the best area-deldayadeoff. The
above advantages are obtained by using an overaliea similar
to the cheaper designs known in literature. The 64ibversion of

In this brief, an innovative technique is presented
implement high-speed low-area adders in QCA. Thaale
formulations demonstrated in [15] for CLA and pbeiaprefix
adders are here exploited for the realization obgel 2-bit
addition slice. The latter allows the carry to bh®pgagated
through two subsequent bit-positions with the deddyjust
one majority gate (MG). In addition, the clever ttgvel
architecture leads to very compact layouts, thusidivg
unnecessary clock phases due to long interconmectian
adder designed as proposed runs in the RCA fasbianit
exhibits a computational delay lower than all statehe-art

the novel adder spans over 18.7@m2 of active area and shows a competitors and achieves the lowest area-delayugtqéDP).

delay of only nine clock cycles, that is just 36 @tk phases.

Index Terms—Adders, nanocomputing, quantum-dot celllar
automata (QCA).

I. INTRODUCTION

Quantum-dot cellular automata (QCA) is an attractiv

emerging technology suitable for the development
ultradense low-power high-performance digital citey1].
For this reason, in the last few years, the desigefficient
logic circuits in QCA has received a great deahtiéntion.
Special efforts are directed to arithmetic circyi®§—[16],
with the main interest focused on the binary addifil1]-[16]

that is the basic operation of any digital syst@hcourse, the
CMOS

architectures commonly employed in traditional
designs are considered a first reference for the design
environment. Ripple-carry (RCA), carry look-ahedt A),
and conditional sum adders were presented in [0H4. carry-
flow adder (CFA) shown in [12] was mainly an impeov
RCA in which detrimental wires effects were mitiggt
Parallel-prefix architectures, including Brent—KuiiBKA),
Kogge-Stone, Ladner—Fischer, and Han—Carlson adders
analyzed and implemented in QCA in [13] and [14ceéntly,
more efficient designs were proposed in [15] fa& @LA and
the BKA, and in [16] for the CLA and the CFA.
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Fig. 1. Novel 2-bit basic module

II. BACKGROUND

A QCA is a nanostructure having as its basic celfjaare
four quantum dots structure charged with two fréscteons
able to tunnel through the dots within the cell Rgcause of
Coulombic repulsion, the two electrons will alwagside in
opposite corners. The locations of the electronshin cell
(also named polarizationB) determine two possible stable
states that can be associated to the binary dtatad 0.

Although adjacent cells interact through electristmrces
and tend to align their polarizations, QCA cells mat have
intrinsic data flow directionality. To achieve cooltable data
directions, the cells within a QCA design are pianied into



International Journal of Emerging Technology in Conputer Science & Electronics (IJETCSE)
ISSN: 0976-1353/0lume 11 Issue 6 —-NOVEMBER 2014.

the so-called clock zones that are progressivedpaated to grouped four by four. Such a designed n-bit CLA las
four clock signals, each phase shifted by 90°. Tdlack computational path composed of 7+4x(log4 n) castadés
scheme, named the zone clocking scheme, makes @#e (and one inverter. This can be easily verified bgeshing that,
designs intrinsically pipelined, as each clock zdmhaves given the propagate and generate signals (for wbint one
like a D-latch [8]. MG is required), to compute grouped propagate andpged
QCA cells are used for both logic structures argknerate signals; four cascaded MGs are introdimcettie
interconnections that can exploit either the coatacross or computational path. In addition, to compute theycargnals,
the one level of the CLA logic is required for eachttacof four
bridge technique [1], [2], [5], [17], [18]. The fdamental in the operands word-length. This means that, twgss nbit
logic gates inherently available within the QCAtrology addends, log4 n levels of CLA logic are requiredclre
are the inverter and the MG. Given three ingyts, andc, the contributing to the computational path with fourscaded
MG performs the logic function reported in (1) pisted that MGs. Finally, the computation of sum bits introdsicsvo
all input cells are associated to the same clogkadiclk further cascaded MGs and one inverter.
(with x ranging from 0 to 3), whereas the remaining cells o
the MG are associated to the clock signalglk

M(abc)=a-b+a-c+b-c.

11118 L m.w-uﬂ-m,n I

e

Fig. 3. Novel 16-bit adder

Ill. NOVEL QCAADDER

To introduce the novel architecture proposed for
implementing ripple adders in QCA, let consider twbit

addends
A=an-1,...,a0 and B =bn-1, ..., b0 amppose that
. for the i th bit position (withi =n — 1, . . .0) the auxiliary
(b) propagate and generate signals, namely pi = aianbigi =

ai - bi , are computed. ci being the carry produaedhe

generic (i—1)th bit position, the carry signal cj#@rnished at
Fig. 2. Noveln-bit adder (a) carry chain and (b) sum block. the (i+1)th bit position, can be computed using the
conventional CLA logic reported in (2). The lattean be
rewritten as given in (3), by exploiting Theoremsadd 2
demonstrated in [15]. In this way, the RCA actioreded to
propagate the carry ci through the two subsequeht b
positions, requires only one MG. Conversely, comiosal
circuits operating in the RCA fashion, namely theéARand
X - : the CFA, require two cascaded MGs to perform theesa
to sum bit path containing two MGs plus one inverf&s a ,naration. In other words, an RCA adder designed as

consequence, the worst case computational pattiseati-bit proposed has a worst case path almost halved esipect to
RCA and the n-bit CFA consist of (n+2) MGs and ongq -onventional RCA and CFA.

inverter. A CLA architecture formed by 4-bit slicess also
presented in [11]. In particular, the auxiliary pagate and
generate signals, namely pi = ai + bi and gi = bi ; are
computed for each bit of the operands and then tey

Several designs of adders in QCA exist in litemturhe
RCA [11], [13] and the CFA [12] process n-bit opwda by
cascading n full-adders (FAs). Even though thesditiad
circuits use different topologies of the generic, E#ey have a
carry-in to carry-out path consisting of one MGd ancarry-in



International Journal of Emerging Technology in Conputer Science & Electronics (IJETCSE)
ISSN: 0976-1353/0lume 11 Issue 6 —-NOVEMBER 2014.

b g

Wﬁﬁ%ﬁﬂmm i

Fig. 4. Novel 32-bit adder.
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Fig. 5. Novel 64-bit adder.
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Equation (3) is exploited in the design of the nAoXbit
module shown in Fig. 1 that also shows the comjmutatf

the carryci+1 = M(pi gici ). The proposeah-bit adder is
then implemented by cascadin(f 2-bit modules as shown in
Fig. 2(a). Having assumed that the carry-in ofabder iscin
= 0, the signapO0 is not required and the 2-bit module used
the least significant bit position is simplifiedh& sum bits are
finally computed as shown in Fig. 2(b). It mustrmted that
the time critical addition is performed when a gaiis
generated at the least significant bit positioa.(ig0 = 1) and
then it is propagated through the subsequent ksitipns to
the most significant one. In this case, the firdii2module
computesc2, contributing to the worst case computation
path with two cascaded MGs. The subsequent 2-biuhes
contribute with only one MG each, thus introduciagotal
number of cascaded MGs equakto- 2)/2. Considering that
further two MGs and one inverter are required tmpote the
sum bits, the worst case path of the novel addesists of
(n/2) + 3 MGs and one inverter.

TABLE 1
SIMULATION PARAMETERS

Parameter Value
Temperature 1K
Relaxation time 1x 107
Time step 1 x 1010
Total simulation time | 7 x 10—1! s
Radius of effect 80 nm
Relative permittivity 129

Layer separation 11.5 nm

IV.RESULTS

The proposed addition architecture is implemented f
several operands word lengths using the QCA Desitpad
[16] adopting the same rules and simulation sedtinged in
[11]-[16]. The QCA cells are 18-nm wide and 18-nighh
the cells are placed on a grid with a cell cenbecenter
distance of 20 nm; there is at least one cell sppbietween
adjacent wires; the quantum-dot diameter is 5 nhg t
multilayer wire crossing structure is exploitednaximum of
16 cascaded cells and a minimum of two cascaddsl et
clock zone are assumed. The coherence vector ergyirsed
for simulations with the options shown in Table I.

Layouts for the 16-, 32- and 64-bit versions of tiwvel
adder are shown in Figs. 3-5, respectively. Sirradatesults
for the 64-bit adder is shown in Fig. 6. There, ¢hery out bit
is included in the output sum bus. Because ofithitdd QCA
Designer graphical capability, input and output dass are
split into two separate more significant and legmificant
busses. The polarization values of few single dufgnals
(i.e., sum64, sum32, sum31, andsum). Simulations performed
on 32- and 64-bit adders have shown that the akd result
is outputted after five and nine latency clock egcl
respectively. As an example, the 20 clock phasesfie
cycles delay) of the 32-bit adder are as followse @lock
phase is needed for inputs acquisition; the ce2ryelated to
r%e least significant bit positions is then compluggthin the
fivo subsequent clock phases; 15 phases are reduirede
carry propagation through the remaining bit posgidfinally,
two more phases are needed for the sum comput&idical
path consistencies and post layout characterigicdh as cell
count, overall size, delay, number of clock phases, ADP,
are shown in Table Il for all the compared add€&hre number

f cascaded MGs within the worst case computatiquadh
irectly impacts on the achieved.

V. CONCLUSION

A new adder designed in QCA was presented. It aeHie
speed performances higher than all the existing @Gders,
with an area requirement comparable with the cli@g and
CFA demonstrated in [13] and [16]. The novel adufegrated
in the RCA fashion, but it could propagate a casignal
through a number of cascaded MGs significantly iotan
conventional RCA adders. In addition, because efatiopted
basic logic and layout strategy, the number of clogcles
required for completing the elaboration was limitéd64-bit
binary adder designed as described in this brigibied a
delay of only nine clock cycles, occupied an actrea of
18.72um2, and achieved an ADP of only 168.48.
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