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Abstract— Group communication is an important aspect in
wireless sensor network, based on the group commuaition in
wireless communication there were many multicast mtocol
were created to organize efficient commuinciationnn MANET.
Mobile ad hoc network is a self-directed structureof mobile
nodes connected by wireless links. All nodes opeeahot only as
an end system, but also as work as a router to foawd the
packets. Ad hoc wireless networks are characterizedoy
multi-hop wireless connectivity, infrastructure les and
habitually changing topology. It may be necessaryof one
mobile node to schedule other hosts for forwardinga packet
from source to destination node due to the constmaed
transmission range of wireless network interfacesTherefore a
self-motivated routing protocol is required for these networks to
work properly. A number of Routing protocols have keen
created to achieve this task. In this paper we us&nergy
Efficient Geographic Multicasting Protocol ( EEGMP) protocol
which uses a MAC layer protocol IEEE 802.15.4. Here a
network wide Zone based bidirectional tree is consiicted to
achieve the efficient group membership managemen&very
node is aware of its own position which efficientlyeduces the
overhead for route searching and also comparing EGMRvith
MAODYV are evaluated using network simulator NS2.

Index Terms— MANET, EGMP, Multicast routing, MAODV

I. INTRODUCTION

Group communications is important in Mobile Ad Ao
Networks (MANET). Sending action direction to ttadiers
in a battlefield and communications among the feanm a
disaster area are some examples of these apptisaGoup

communications are also very important in suppgrtinmembership management.

multimedia applications such as gaming and conééngn
With a one-to-many or many-to-many transmissiortepat
multicast is an ef- ficient method to

Core-Assisted Mesh protocol [15], ODMRP [16]) are
proposed to enhance the robustness by providingndzoht
paths between the source and destination paiteatdst of
higher forwarding overhead. Furthermore, these entiwnal
multicast protocols generally do not have goodaahity due

to the overhead for route searching, group memigrsh
management, and tree/mesh structure creation and
maintenance over the dynamic topology of MANET

A multicast routing protocol for WSN is to suppdhe
distribution of information from a sender to aletheceivers
of a multicast group using available bandwidthaédfntly in
the presence of frequent topology changes. The fiaed
one-tomany multicast data dissemination is quiggudent in
critical situations such as disaster recovery ottldfald
scenarios [15]. Though the selected multicast nguti
protocols were primarily designed for Mobile Adhoc
Network (MANET), they can be used for WSN. Butstill
has a lot of challenges like limited energy, liditeandwidth,
short memory, limited processing ability, scalabiland
robustness [1], [2], [5], [16]. These consideratglehniques
are required to design the multicast routing profec
efficiently that would be increase the life timesdfVSN. Such
limitations become confronts for analyse the penfamce of
six multicast routing protocols for WSN.

We propose an efficient geographic multicast prottoc
(EGMP). EGMP can scale to large group size and aritw
size and can efficiently implement multicastingidely and
group membership management. EGMP uses a hierafchic
structure to achieve scalability. The network teriadivided
into geographical nonoverlapping square zones adedder

is elected in each zone to take charge of the Igoalip

A zone-based bi-directional
multicast tree is built in the network range to ect those
zones having group members, and such tree-strucame

realize grouputilize the network resource efficiently. Our cdbiitions in

communications. The high dynamics of MANET, howeverthis work include:

makes the design of routing protocols much mordexging

1) We design a scheme to build and maintain theZone

than that of wired network. The conventional MANETand interzone topology for supporting scalable efiidient

multicast protocols can be divided into two maitegaries,
tree-based and mesh-based. The tree-based protecgls
LAM [19], MAODV [26], AMRIS [30]) construct a tree
structure for the multicast delivery, and the tstricture is
known for its efficiency in utilizing the networkesource
optimally. However, maintaining tree structure ihese
conventional protocols is very difficult, and theed
connection is easy to be broken and the transmigsioot
reliable. The mesh-based protocols (e.g.,
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multicast forwarding.

2) We make use of the position information to innpéat
hierarchical group membership management, and c@mbi
location service with the hierarchical membership
management to avoid network-range location searfcinglse
group members, which is scalable and efficienthWétation
guidance and our efficient membership management
structure, a node can join or leave a group moiektyu

FGMP [9B) With nodes self-organizing into zones, a zonebBas

bi-directional tree is built in MANET environmerased on
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geographic routing, the maintenance of the tresniplified lll. EFFICIENTGEOGRAPHICMULTICAST
and the transmission is more robust in dynamicrenwment. PROTOCOL

4) We introduce an important concept zone depthictwh
reflects the relationship between a member zondlendone
where the root of the tree exists. The zone depdifficient in
guiding the tree branch building and tree structur
maintenance, especially in the presence of nodelitgob

EGMP uses a two-tier structure. The whole netwark i
divided into square zones. In each zone, a leadetected
&nd serves as a representative of its local zorthenpper

tier. The leader collects the local zone’s groupmimership

5) We also design a scheme to handle the empty ZOirrll?ormation and represents its associated zonainoy leave
problem, a challenging problem in designing a zbased . P ) y
e multicast sessions as required.

protocol. In EGMP, whenever an on-tree zone becomg%
As a result, a network-range core-zone-based rastticee

empty, the tree structure is adjusted accordingligetep the ) )
tree connected. is built on the upper tier to connect the membearezo The

source sends the multicast packets directly orgdrée. And
II. RELATEDWORK then the multicast packets will flow along the riuast tree at

Sung-Ju Lee et al [7] evaluated the scalability ant(?e upper tier. When an ontree zone leader recdives

performance of ODMRP for adhoc wireless networks. lpackets, 't. W'.” send the muI'ucas_t packets to_greup .
. members in its local zone. To implement this tvey-ti
2004, R. Vaishampayan [9] compared the mesh baséd a .
) T . . structure, we need to address a number of issues. F
tree based multicast routing in MANET with varyitige .
o example, how to build the zone structure? How &xtethe
parameters of mobility, group members, number ofises, . .
. . zone leader and handle its mobility? A zone mayolrec
traffic nodes and the number of multicast groupsl an
) . A empty due to the node movements, and how to keefrdl
concluded that PUMA attains higher packet deliveatjos connected when an on-tree zone becomes emptv? Aerem
than ODMRP and MAODV. In 2007, Andrea Detti et L] Py

proved that OBAMP has a low-latency and a highvee)i node may move from one zone o another, hOW. toe .
. o packet loss during mobility? In the following sects, we will
ratio, even when the group size increases by amalye

performance of OBAMP and compared it with tWOgive the answers to these questions. In EGMP, wanas

state-of-the-art protocols, namely ODMRP and ALMA. every n_ode is aware of its own position thr_ough som
2011, Pandi Selvam et al [17] compared the perfoomaf positioning system (e.g., GPS). The forwarding (aﬂtgd
two on-demand multicast routing protocols, nameA@DV pa_ckets and_ most control messages is based osaigeaphic
and ODMRP in MANET. In 2012, Sejal Butani et al J1g UNcast routing protocols

chosen PUMA for multicast ad hoc network based on

comparison of various multicasting protocols andataeded
that PUMA provides less routing overhead, high tigigput
and better packet delivery ratio as compared to dX@nd
ODMRP in MANET.

Performance comparison among ODMRP, MAODV
PUMA, OBAMP, ALMA and ALMA-H of MANET and
Wireless Mesh Network (WMN) multicast routing protds
(Reactive, Proactive and Hybrid) is already done thy
researchers [7], [9], [11], [19], [20] whereas A.Kungeru
et.al [16] compared the different MANET routing fwools

EGMP uses a virtual-zone-based structure to imphkme
scalable and efficient group membership managem&nt.
network wide zone-based bidirectional tree is aoastd to
achieve more efficient membership management and
multicast delivery. The position information is ds® guide
the zone structure building, multicast tree corsiom, and
multicast packet forwarding, which efficiently reshs the
overhead for route searching and tree structuraetevznce.
Several strategies have been proposed to furthmoira the
efficiency of the protocol. Making use of the pusit

. . .. Information to design a scalable virtual-zone-baseldeme
and presented a comprehensive survey in WSN, Abid or efficient membership management, which allowmsde to
minhas et.al [21] compared the MAODV, TEEN. P 9 !

(Threshold-Sensitive Energy Efficient Sensor Netjyor Jg A?]aigs d Ifc?vr?anatljlgr?huep rgj;;kly}aﬁergg;izh'; lg::’?t
SPEED (A Stateless Protocol for Real-Time Commuitioa 9

[22], MMSPEED (Multi-path and Multi-SPEED) for WSN estimated destination position with reference troae and
and also some simulation results have been publisefore. applied for sending control and data packets bet

; entities so that transmissions are more robugtardinamic
To the best of the author's knowledge no performanc’ . . - .
environment Supporting efficient location search thé

comparative study has been found yet representieg tmulticast. Group members, by combining the locasiervice

relative merits and demerits of six state-oftherartticast ) . .
. : T . with the membership management to avoid the need an
routing protocols considered in this paper for WENe main . . .
L ) . - . overhead of using a separate location server. Ayoitant
objective of this work is to select the efficientulticast C . : -
concept zone depth, which is efficient in guiditng ttree

routing protocol for W.SN among six multicast rogtin branch building and tree structure maintenances@alby in
protocol based on relative strength and weaknessaoh -
the presence of node mobility. Nodes self-orgagizinto

protocol. Therefore, evaluating the performanc¢hete six zones, zone-based bidirectional-tree-based disibibpaths

multicast routing protocol in WSN is essential irder to . . . . :
. . . can be built quickly for efficient multicast pacKetwarding.
analyze their behavior and effectiveness.

EGMP supports scalable and reliable membership
management and multicast forwarding through a fe-t
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virtual zone- based structure. At the lower layereference
to a predetermined virtual origin, the nodes inrtbwvork self
organize themselves into a set of zones, and alésdlected
in a zone to manage the local group membershitheAtipper
layer, the leader serves as a representativesfaoite to join
or leave a multicast group as required. As a resalt
network-wide zone-based multicast tree is built. &fficient
and reliable management and transmissions,
information will be integrated with the design aused to
guide the zone construction, group membership managt,
multicast tree construction and maintenance, anckgia
forwarding. The zone-based tree is shared fohalhtulticast
sources of a group. Some of the notations to be aee
Zone: The network terrain is divided into squarae
zone: The network terrain is divided into squareezo
Zone size. The length of a side of the zone squareur

local zone. To reduce the beaconing overhead, \waree
the fixed-interval beaconing mechanism in the uneath
unicasting protocol to a more flexible one. A neader node
will send a beacon only when its moving distancenflast
beaconing is larger than or equal to Dbeacon, ertithe
interval from last beaconing is longer than or éqim
Intvalmax, or it moves to a new zone. A zLD is feido send
gt a beacon every period of Intvalmin to annouitse

locatiQH

leadership role.

A. Zone Sructure Building and Geographic Routing

Multicast Tree Construction and Packet Delivery this
section, we will present the multicast tree creatand
maintenance schemes, and describe the multicastetpac
delivery strategy. And in the following descriptjoexcept

zone structure, the intrazone nodes can commuridagetly when explicitly indicated, we use G, S and M resipety to
with each other without the need of any intermegiatays, so represent a multicast group, a source of G andnatreeof G.
that zone size< Vr 2 , where r is the mobile nodes’ 1) Multicast session initiation and termination: &S wants
transmission range. to start a multicast session G, it will announeedRistence of

zone ID: The identification of a zone. A node cafcalate G Py flooding a message NEW SESSION(G, zonelDS$) int
its zone ID (a, b) from its pos (x, y) as: a = k&+zone ] and the whole network. The message carries G and thef ibe

b =[y-y0 rzone ], where (x0, y0) is the positmirthe virtual
origin, which is set at the network initial stageane of the
network parameters. For simplicity, we assumehal zone
IDs are positive.

zone center: For a zone with ID (a,b), the positibrts
center (xcenter, ycenter) can be calculated asntece=
x0+(a+0.5)xrzone, ycenter = yO+(b+0.5)x

zone where S is located, which is used as thalizitine 1D of
the core zone for group G. When a node M receities t
message and is interested in G, it will join G

2) Multicast group joining: When a node M wantgdim G, if
itis a non-leader node, it sends a JOIN REQ(Me#oM, G)
message to its zLD. If a zLD receives a JOIN REQtsmif
will join G, it will begin the leader joining prodere as
follows. If the received JOIN REQ comes from a memid

rzone. A packet destined to a zone will be forwdrdegt the same zone, the zLD adds M to the downstrezae list

towards the center of the zone.

in its multicast table. If the message is from aeotzone, it

zLD: Zone leader. A zLD is elected in each zone fofjll compare the depth of the request zone with ¢ifiits own

managing the local zone group membership and tgdangn
the upper tier multicast routing.

tZone: The zones on the multicast tree. The tZares
responsible for the multicast packet forwarding.

A tZone may have group members or not. core zohe: T
core zone is the root of the multicast tree. zoeptltt For
each multicast session, a zone's depth reflectistance to
core zone. For a zone with ID (a, b), its deptllépth =
max(]Ja0-a|, |bO-bl|), where (a0, b0) is core-zone Har
example, in Fig. 1, for the five zones surroundihg core
zone, depth = 1. And the outer six zones have daeptiwo.
The depth of core zone is zero.

zNode: Zone node, a node located in the same mtiea
node being mentioned

IV. PROPOSEDMODEL

In this section, we first describe the zone comsion
process, including the intrazone and interzone lazpo
building and zLD election. We then
zonesupported geographic unicast routing whichlvéllsed
in our protocol. 1) Intrazone and interzone topglbgilding:

In the underneath geographic unicast routing palspciodes
periodically broadcast a BEACON message to disteitau
node’s position. We insert in the BEACON messada@
indicating whether the sender is zLD to ease leatimtion.
Since rzone <=lr 2 , the broadcasting will cover the whole
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zone. If its depth is smaller, i.e., its zone @selr to the core
zone than the request zone, it will add the reqzesé to its
downstream zone list; otherwise, it just continfees/arding
the JOIN REQ message towards the core zone. Ifnoelges
or zones are added to the downstream list, theciead
check the core-zone ID and the upstream zone |Dtakel
corresponding action. If it doesn’t know the comne, it
starts an expanded ring search. When knowing treezune,
if its upstream zone ID is unset, the leader véresent its
zone to send a JOIN REQ message towards the coee zo
otherwise, the leader will send back a JOIN REPbQYhe
source of JOIN REQ (which may be multiple hops aaag
geographic unicasting is used for this transmigsihen the
source of the JOIN REQ message receives JOIN RERItY,
is a node, it sets the isAcked flag in its membipriible and
the joining procedure is finished. If the join regtis from a
zone, the leader of the request zone will add t&ream
zone ID as the source zone ID of the JOIN REPLYsags,
and then send JOIN REPLY to unacknowledged dowausire
nodes or zones.

introduce the

B. Multicast Routing protocol

Phasel: Neighbor-Group creation and Multicast Nmigh
selection is done through two sub-phases namely:
Neighbor-List creation and Multicast group selectidhe
sub-phases are detailed below:
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Neighbor-List creation: The current one-hop neighbamulticast source node as compared to those thati@ser to
collection is the responsibility of the Neighboist.creation the forwarding node (multicast source node).

sub phase. The current one-hop neighbor of a p@tiocode Implementation of Distant node selection

forms the neighbor-list set. The neighbor nodesestias list

for selection of distant nodes. As the sparse aandiglly The multicast routing protocol involves store-camand
connected area incorporates in deterministic higiility, forward approach like the delay tolerant networkheT
the Neighbor-List is to be updated dynamically.ré-pctive  original creator or source of a data packet is bfadlt a
approach of sending periodic ,héllmessage is undertakendistant node. Three tables are needed to be madtdly a
to encounter the above issue. The hello messagemwbtwork particular node namely- Neighbor-List, selectiohl¢éa and
layer based; they are sent out by the network ldyesr more message table. The Neighbor-List contains the ape-h
convenient to send the "héllmessages through the networkneighbor information. Selection table stores theessary
layer because routing functions can be performationt information for the selection of distant node/naddsssage
consideration of the underlying MAC layer technglog table buffers the data packets with the sequenc@acket
Multicast group selection The existing Border ndfsed id). The message table is searched when a newauodes in
Routing (BBR) protocol floods the network withoutcontact of a particular node to check whetheratdgstination
considering the relative distance between the nadsslting of a data packet or not. Reception of duplicateketicis
in an inefficient bandwidth utilization; Considegithis issue, discarded by checking the packet sequence no (palkt a
the MAV-AODV protocol introduces a threshaldo classify new packet arrives a node will perform appropréation in a
the current one-hop neighbors which will receivee thspecific condition. The condition wise approacheg a
multicast data packet with respect to the currertiscussed below:

forwarding(Distant) node. The multicast packet ndog
nodes are selected on the basis of transmissioa (as
transmission time in low node density, light traffirea is
directly dependent on physical distance betweemsiaather

C. Estimated Link Lifetime

factors are negligible). The ,hellomessages contain the The node versatility data given by MAV-AODV conviemt

current timestamp before it has been sent out.

The current forwarding node receives ,h&llnessages from
its current one hop neighbors and computes therrasion
time and averages two recent successive transmissios of
all the one-hop neighbors and then compares witheshold
1 for selection of data packet receiving neighbAreode k is
added to the multicast group of current forwardiogle F if
the following condition is satisfied. : TTk(i+1)FTk(i) > 2t ,
for all k in the one-hop Neighbor-List of F (1) Wke TTk(i)
is the computed transmission time for node k atittihéime

empowers us to ascertain an imperative portalgbtyameter
of the connection: the connection lifetime (tlinkJhe
presence of the connection is reliant on spatiphision
between the nodes (Dij), and additionally the grsiascope
of correspondence between them (R), i. e., theteofgD2(t)
_R2, the nodes i and j are still neighbors. Tedamn (tlink),
we must at present think seriously about anothéal vi
viewpoint. In the event that two vehicles have famentally
the same mobilities (for instance, two vehicles mg\n the
same heading near one another and with comparnabéels),
the join lifetime tends towards interminability. &ddress this

instantt is proportional to transmission range of nodes Tt§Sue, in our work, we express a maximum point of
optimize the utilization of bandwidth and reducee thconfinement given by characterizing tmaxlifetimet the

broadcast overhead, instead of the broadcast lwhafvthe
BBR protocol ,multicasting is adopted in the pragmbs
DBMR protocol.

Phase2: Distant node selection The Distant nodesehected
per multicast event. A Distant node is respondibtestoring
received multicast data forwarding to appropriateles at
appropriate time. The Current forwarding(Distanyde
multicasts the received data packets only to thiesdhose
who are the members of the multicast group. Ithe t
responsibility of a particular node to decide wieetlit is
Distant node or not; the current one-hop neighbf@rmation
and the received multicast information are usededsction
information.

Criteria for the distant node selection procedune Distant
node/nodes selection criteria in DBMR are similarthe
selection of Border node/nodes in the BBR protoddle
selection of a distant node is based on minimumneom

neighbor approach. The minimum common neighbq{r

approach is undertaken upon the intuitive notiat shDistant
node situated at the edge of a transmission ramgéd have

a fewer common neighbor or the Distant node/nodest m

should have a maximum uncommon neighbor with theeati
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point when a guide message touches base at aihfigares
the evaluated connection lifetime. Each of the esyshubs
makes this figuring and stores this assessmeheingeparate
directing tables, which is continually redesigned the
MAV-AODV convention

D. Multicast data forwarding

In our protocol, only zLD will maintain the multisatable,
and the member zones normally cannot be reachaihwibe
hop. When a node N has a multicast packet to veafoled to
a list of destinations (D1, D2, D3, . . .), it d#es$ the next hop
towards each destination (For a zone, its centaseas) using
the geographic forwarding strategy After decidihg next
hops, N inserts the list of next hops and assatiate
destinations in the packet header. An examplésligtl : D1,
D3;N2:D2;...)where N1 is the next hop fog ttestinations
D1 and D3, and N2 is the next hop for D2. And tién
broadcasts the packet Promiscuously (for religbiand
efficiency). Upon receiving the packet, a neighbode will
eep the packet if it is one of the next hops atidations, and
drop the packet otherwise. If the node is a negtfoo other
destinations, it will continue forwarding the patksimilarly
as node N.



International Journal of Emerging Technology i

n Conputer Science & Electronics (IJETCSE)

ISSN: 0976-1353Volume 25 Issue 4 — APRIL 2018.

()

V. IMPLEMENTATION AND EVOLUTION

In ofder to evaluate the performance of Multicasiting
protgcol, | have used NS-2 simulator version 2.36.

(3, 0) {3, 1) k\ (3,2 (a3 rectgngular field of 2000mx1000m is chosen and ksitimn
w 7 fime|taken is 900 seconds. Simulation setup to rgéme
_ GO / MANET in NS-2 The MAC protocol used is IEEE 802.11.
@ \z ha No. of nodes is 30, and speed of nodes is withgrrdinge 0 to
S =t E\ / 15 np/s. Initially, all the nodes are uniformly pdacin the
( i @ rectgngular area with the average distance Lav4lmgters.

A-connectivity parameter is defined as the ratio between the

radid transmission range (R) and the average distamong
neighboring nodes. The performance of multicastimguis
analyzed in terms of two performance indices- Ptacke
delivery ratio and Average end-to-end delay asnatfan of

(1,0 radid range. In Fig.4 it is seen that with the @aging radio
rangg, more precisely with the increase in the eotivity
parapneten, the packet delivery ratio increases rapidly, but

@ : &\ after| reaching about 100m the ratio remains cohgtam

= @ gradlially approaches towards 99%.

(0, 0) (e (0,2) (0, 3)

@O Mabile nodes
@. Group members

@ Zone leader

Fig 1:

For example, in Fig. 3, after node 3 receives thiticast
packet from zone (1, 1), it will forward the packetthe
downstream zones (1, 2), (3, 1) and (3, 3). Itdksithe next
hop for each destination and inserts the list (82t),(3,3);
14: (1,2)) in the packet header. After broadcadtimgpacket
promiscuously, its one-hop neighbors node 12, rietland
node 8 will receive the packet. They check the rmfis.
Node 8 will drop this packet. Node 12 and node i# w
continue forwarding this packet. Node 12 replades list
carried in the packet header as (17: (3,1); 2:))3a%d
broadcasts this packet. E. Multicast Route Maimeaaand
Optimization In a dynamic network, it is critical thaintain
the multicast tree structure to keep its connectimal adjust
the tree structure upon topology change to optinhm
multicast routing. In the zone structure, node wilbve

VI. CONCLUSION

We have designed an efficient and robust geographic
multicast protocol for MANET in this paper. Thisgbocol
uses a zone structure to achieve scalability, atiésr on
underneath geographic unicast routing for relighéeket
transmissions. We build a zone-based bidirectiomaticast
tree at the upper tier to achieve more efficientticast
membership management and delivery, and use a zone
structure at the lower tier to realize the localnmbership
management. We also develop a scheme to handénthty
zone problem which is challenging for the zone-dase
protocols. The position information is used in gnetocol to
guide the zone structure building, multicast treastruction

and multicast packet forwarding. As compared tditianal
multicast protocols, our scheme allows the useoohtion
information to reduce the overhead in tree strectur
maintenance and can adapt to the topology change mo
quickly. Simulation results show our protocol carhiave
higher packet delivery ratio in a largescale nekwbr future
work, we are going to enhance our protocol withtbethelp

between different zones and sometimes empty zonks Vf core zone, to achieve more optimal routing amaek

appear, which is a key problem in a zone-basedpobtin

this section, we will address these issues. 1) Mphietween
different zones: When a member node moves to zpew, it
must rejoin the multicast tree through the new zlAthen a
zLD is moving away from its current zone, it muanHover
its multicast table to a new zLD, otherwise all foevnstream
zones and nodes will lose the connection to theicast tree.
Whenever a node M moves into a new zone, it wjdlineG by

sending a JOIN REQ to its new zLD. During this jom

process, to reduce the packet loss, whenever thie nee

broadcasts a BEACON message to update its infoomadi
the nodes in the new zone, it also unicasts ong obphe
BEACON to its old zone to update its position. ®iftchasn’t
sent LEAVE message to the old zLD, the old zLD wilicast
the multicast packet to M. When the rejoining psse
finishes, M will send a LEAVE message to its oldzL
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control overhead..

PacketDeliveryRatio
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Fig 2: Packet delivery ratio of MEGMP and MAODV
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