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Abstract— Increasingly more and more organizations are
opting for outsourcing data to remote cloud serviceproviders
(CSPs). Customers can rent the CSPs storage infragtture to
store and retrieve almost unlimited amount of databy paying
fees metered in gigabyte/month. For an increased Vel of
scalability, availability, and durability, some cugomers may
want their data to be replicated on multiple serves across
multiple data centers. The more copies the CSP iskasl to store,
the more fees the customers are charged. Thereforeystomers
need to have a strong guarantee that the CSP is st all data
copies that are agreed upon in the service contraaind all these
copies are consistent with the most recent modifidgans issued
by the customers. In this paper, we propose a mapabed
provable multicopy dynamic data possession (MB-PMDB)
scheme that has the following features: 1) it prodies an
evidence to the customers that the CSP is not chea by storing
fewer copies; 2) itsupports outsourcing of dynamiclata, i.e., it
supports block-level operations, such as block mditation,
insertion, deletion, and append; and 3) it allowsathorized users
to seamlessly access the file copies stored by tH8RC We give a
comparative analysis of the proposed MB-PMDDP schegnwith
a reference model obtained by extending existing pwable
possession of dynamic single-copy schemes. The thetmal
analysis is validated through experimental resultson a
commercial cloud platform. In addition, we show thesecurity
against colluding servers, and discuss how to idefyt corrupted
copies by slightly modifying the proposed scheme.

the data file in its original form, it needs to corectly compute
a response to a challenge vector sent from a verifie- who can
be the original data owner or a trusted entity thatshares some
information with the owner.

One of the core design principles of outsourcing da is to
provide dynamic behavior of data for various appli@tions. This
means that the remotely stored data can be not onccessed by
the authorized users, but also updated and scalethfough block
level operations) by the data owner. PDP schemescfis on only
static or warehoused data, where the outsourced datis kept
unchanged over remote servers.

Index Terms—Cloud Computing, mulicopy dynamic data
possession, CSP

I. INTRODUCTION

storage enables organizations to concentrate @vations
and relieves the burden of constant server updatdther
computing issues. Moreover, many authorized usears c
access the remotely stored data from different ggatc
locations making it more convenient for them.

Once the data has been outsourced to a remote GiSR w
may not be trustworthy, the data owners lose trexticontrol
over their sensitive data. This lack of controlses new
formidable and challenging tasks related to data
confidentiality and integrity protection in cloudmputing.
The confidentiality issue can be handled by enangpti
sensitive data before outsourcing to remote sergersuch,
it is a crucial demand of customers to have a gtemidence
that the cloud servers still possess their datatasdot being
tampered with or partially deleted over time. Cansmnitly,
many researchers have focused on the problem efbl®
data possession (PDP) and proposed different schémne
audit the data stored on remote servers.

PDP is a technique for validating data integrityeio
remote servers. In a typical PDP model, the dataeow
generates some metadata/information for a datenfile used
later for verification purposes through a challerggponse
protocol with the remote/cloud server. The ownardsethe
file to be stored on a remote server which may hrusied,
and deletes the local copy of the file. As a prbaf the server
is still possessing

II. MAIN CONTRIBUTIONS:

Our contributions can be summarized as follows:

» We propose a map-based provable multi-copy dymami
data possession (MB-PMDDP) scheme. This scheme
provides an adequate guarantee that the CSP siboepies
that are agreed upon in the service contract. M@edhe
scheme supports outsourcing of dynamic datajtisupports
block-level operations such as block modificatiosertion,
deletion, and append. The authorized users, whe tiae
right to access the owner’s file, can seamlesslgsacthe
copies received from the CSP.

» We give a thorough comparison of MB-PMDDP with a
reference scheme, which one can obtain by exterakisging

OUTSOURCING data to a remote cloud service prewvid PDP models for dynamic single-copy data. We alponteour

(CSP) allows organizations to store more data enGBP
than on private computer systems. Such outsouirdata
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implementation and experiments using Amazon cloud
platform.

« We show the security of our scheme against dwity
servers, and discuss a slight modification of theppsed
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scheme to identify corrupted copies.
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Fig. 1:. Cloud computing data storage system model
lll. OURSYSTEMAND ASSUMPTIONS

A. System Components:

The cloud computing storage model considered is th

work consists of three main components as:

(i) a data owner that can be an organization originally
possessing sensitive data to be stored in the clou
(i) aCSPwho manages cloud servers (CSs) and provid
paid storage space on its infrastructure to stoee t

owner’s files; and
(iii)

the right to access the remote data.

B. Outsourcing, Updating, and Accessing

The data owner has a fileF consisting of m bloclksthe
CSP offers to store n copies { F1, F2,..., Fn}laf bwner’s
file on different servers — to prevent simultanefailsire of
all copies — in exchange of pre-specified fees radtén
GB/month. The number of copies depends on the e@attir
data; more copies are

needed for critical data that cannot easily beagpced,
and to achieve a higher level of scalability. Térigical data
should be replicated on multiple servers acrosgiphelldata
centers. On the other hand, non-critical, reprduladata are
stored at reduced levels of redundancy. The CSeéingri
model is related to the number of data copies.

For data confidentiality, the owner encrypts hisdeefore
outsourcing to CSP. After outsourcing all n coppéthe file,
the owner may interact with the CSP to perform bllevel
operations on all copies. These operations incluadedify,
insert, append, and delete specific blocks of trsoomced
data copies. An authorized user of the outsouretal sEnds a
dataaccess request to the CSP and receives agijeircan
encryptedform that can be decrypted using a skeyeshared
with the owner. According to the load balancing hadsm
used by the CSP to organize the work of the serthes
data-access request is directed to the serverthgthowest
congestion, and thus the user is not aware of wtigly has
been received.

C. Underlying Algorithms

authorized users— a set of owner’s clients who have

ExecUpdate, Prove, and Verify.

The data owner runs the algorithms KeyGen, CopyGen,
TagGen, and PrepareUpdate.

The CSP runs the algorithms ExecUpdate and Praviee w
a verifier runs the Verify algorithm. —

(pk,sky— KeyGen(). This algorithm is run by the data
owner to generate a public key pk and a privatedkeyThe
private key sk is kept secret by the owner, whidésppublicly
known.

F <« CopyGen(CN i, F)ii<n. This algorithm is run by the
data owner. It takes as input a copy number CNliafile F,
and generates n copies F ={ Kj¥n. Theowner sends the
copies F to the CSP to be stored on cloud servers.

«— TagGen(sk, F). This algorithm is run by the dataer.

It takes as input the private key sk and the filgie® F, and
outputs tags/authenticators set , which is an edleollection
of tags for the data blocks. The owner sends édXP to be
stored along with the copies F. — (D, UpdateReq)

< PrepareUpdate(D, Updatelnfo). This algorithm is ru

(%g the data owner to update the outsourced fileesogtiored

y the remote CSP. The input parameters are aqu®vi
metadata D stored on the owner side, and someniattn
Updatelnfo about the dynamicoperationto be perfoanea
specific block. The outputs of this algorithm arenadified
metadata D and an update request UpdateReq. Tqusse
may contain a modified version of a previously ddyeck, a
new block to be inserted, or a delete command tetele
specific block from the file copies. UpdateReq alsotains
updated (or new) tags for modified (or inserted/appe)
blocks, and it is sent from the data owner to t&& @ order
to perform the requested update.

«— ExecUpdate( F, , UpdateReq). This algorithm isbyn
the CSP, where the input parameters are the filesop, the
tags set , and the request UpdateReq. It outputgpdated
version of the file copies F along with an updategstset. The
latter does not require the private key to be geeel just
replacement/insertion/deletion of one item of hyeav item
sent from the owner.

- P« Prove(F,,chal). This algorithm is run by the C&P.
takes as input the file copies F, the tags set aartthllenge
chal (sent from a verifier). It returns a proof Pickh
guarantees that the CSP is actually storing n soaiel all
these copies are intact, updated, and consistent.

{ 1,0} —Verify(pk,P,D). This algorithm is run by a verifier
(original owner or any other trusted auditor) alkés as input
the public key pk, the proof P

returned from the CSP, and the mostrecent met&ddathe
output is 1 if the integrity of all file copies isrtectly verified
or 0 otherwise.

IV. PROPOSEMB-PMDDP SCHEME

A. Overview and Rationale:

Generating unique differentiable copies of the diais
the core to design a provable multi-copy data Esish
scheme. Identical copies enable the CSP to singalgide the

The proposed scheme consists of seven polynomm@ ti owner by storing only one copy and pretending thstores

algorithms:

KeyGen, CopyGen, TagGen,
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multiple copies. Using a simple yet efficient waye t

PrepareUpdatgroposed scheme generates distinct copies utilizhy
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diffusion property of any secure encryption scherfibe

diffusion property ensures that the output bits thé

ciphertext depend on the input bits of the plaihtexa very

complex way, i.e., there will be an unpredictabtenplete
change in the ciphertext, if there is a singlechinge in the

plaintext.

The interaction between the authorized users amCSP

is considered through this methodology of genegadiistinct

copies, where the former can decrypt/access a fifgy

received from the CSP. In the proposed scheme,

authorized users need only to keep a single skeydatshared

with the data owner) to decrypt the file copy, ané inot
necessarily to recognize the index of the receosg.

we propose a MB-PMDDP scheme allowing the dat

owner to update and scale the blocks of file copigsourced
to cloud servers which may be untrusted. Validasuogh
copies of dynamic data requires the knowledge efttlock
versions to ensure that the data blocks in all epmre
consistent with the most recent modifications issigdhe
owner. Moreover, the verifier should be aware of lileeck
indices to guarantee that the CSP has inserteddedathe
new blocks at the requested positions in all copi@sthis
end, the proposed scheme is based on using a datall
structure (metadata), which we call a map-versittet

B. Map-Version Table:

SN BN BV
1 1 1
2 2 ! SN | BN BV
3 3 1 1 11 1
4 9 1
2 |2 1
5 4 1 2 -
6 5 2 i Z :
the 6 1
5 |5 2
8 7 1 G 1
9 8 1
— 7 17 1
Insert block after position 3
a 8 8 1
Modifying block
at position 5

C. Notations:

- F is a data file to be outsourced, and is compo$ed
sequence of m blocks, i.e., F ={ b1,b2,...,bm}.

- nkey(-) is a pseudo-random permutation (PRP)

: key x {0,1}log2(m)—{ 0,1}log2(m).1

—ykey(+) is a pseudo-random function (PRF): key 2}8,
— Zp (p is a large prime).

- Bilinear Map/Pairing:

Let G1, G2, andGT be cyclic groups of prime orgder

The map-version table (MVT) is a small dynamic datk®91 and g2 be generators of G1 and G2, respéctive

structure stored on the verifier side to validate ititegrity
and consistency of all file copies outsourced toGB®. The
MVT consists of three columns: serial number (SNpck
number (BN), and block version (BV).

The SN is an indexing to the file blocks. It indesathe
physical position of a block in a data file. The BN counter
used to make a logical numbering/indexing to tleetfiocks.
Thus, the relation between BN and SN can be vieasead
mapping between the logicalnumber BN and the physi
position SN. The BV indicates the current versidrfile
blocks. When a data file is initially created the B¥each
block is 1. If a specific block is being updated, BV is
incremented by 1.

N [BN | BV
1 |1 |1
2 |2 |1
3 |3 |1
4 |4 |1
5 |5 |1
6 |6 |1
7 |7 |1
8 |8 |1
Initially

A bilinear pairing is a map ~ e : G1xG2 GT with the
properties :

1) Bilinear: ~ e(ua,vb) =" e(u,v)ab u € G1,ve G2,and
a,ke Zp

2) Non-Degenerate: ~ e(gl,g2)=1

3) Computable: there exists an efficient algorithon f
computing " e

— H(-) is a map-to-point hash function :

{0,1}* — G1.

- EK is an encryption algorithm with strong difiois

property,

c

V. REFERENCBMODEL AND PERFORMANCE
ANALYSIS

A. Reference Model

It is possible to obtain a provable multi-copy dgric data
possession scheme by extending existing PDP mddels
single-copy dynamic data. Such PDP schemes seléated
extension must meet the following conditions:

(i) support of full dynamic operations (modify, insert,
append, and delete),

(i)  (support of public verifiability,

(i) based on pairing cryptography in creating block
tags (homomorphic authenticators); and

(iv)  block tags are outsourced along with data blocks

to the CSP
Meeting these conditions allows us to constru®P
reference model that has similar features to thepgsed
MB-PMDDP scheme. Therefore, we can establish a fair
comparison between the two schemes and evaluate the
performance of our proposed approach.
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B. Implementation: single secret key shared with the data owner.

We have implemented the proposed MB-PMDDP scheme
and the TB-PMDDP reference model on top of Amazon A slight modification can be done on the proposgeme
Elastic Compute Cloud (Amazon EC2) [30] and Amazoff support the feature of identifying the indicéscorrupted
Simple Storage Service (Amazon S3) [31] cloud ptats. copies. The corrupted data copy can be reconsttuesten
Through Amazon EC2 customers can lunch and manafiem a complete damage using duplicated copies tharo
Linux/Unix/Windows server instances (virtual sesjein Servers. Through security analysis, we have shdah the
Amazon’s infrastructure. The number of EC2 instarman be Proposed scheme is provably secure.
automatically scaled up and down according to cnsets’
needs. Amazon S3 is a web storage service to stode

retrieve almost unlimited amount of data. Moreovir, REFERENCES
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