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Abstract— Compression is to reduce the file size of image ,
audio and video files. All the web images you gendhe site are
compressed, typically in the JPEG or GIF formats, mst
modems use compression, HDTV will be compressed ugin
MPEG-2, and several file systems automatically compss files
when stored, and the rest of us do it by hand. Theeat thing
about compression, as with the other topics we witover in this
course, is that the algorithms used in the real wdd make heavy
use of a wide set of algorithmic tools, includingating, hash
tables, tries, and FFTsthe capacity and speed of stge devices
have been tremendously improving. Today, new kinds fo
cheaper and more efficient memory devices are comsttly
emerging . In my paper the Discrete Cosine Transfon (DCT)
based blind video watermarking algorithm is propogd, which is
perceptually invisible and robust against rotationand collusion
attacks and pixels will not be broken so that aftecompression of
video we can get the quality as orginal. To make éhscheme
resistant against rotation, watermark is embedded whin the
square blocks, placed on the middle position of ewy luminance
channel. Then Zernike moments of those square bloskare
calculated.

Index Terms— DCT, DAS, LZW, WMT, Zernike

I. INTRODUCTION

Video compression is the process of encodingleo/file
in such a way that it consumes less space thaorigjieal file
and is easier to transmit over the network/Interiiés a type
of compression technique that reduces the sizadeo\file
formats by eliminating redundant and non-functiodata
from the original video file. Video compression he@ues
were started in 1984 when the images and audie Vileere
gone through wide range of focusing level by thepbe
Lossy audio compression is used in a wide range
applications. In addition to the direct applicaso(MP3
players or computers), digitally compressed autteams are
used in most video DVDs, digital television, stréagmedia
on the internet, satellite and cable radio, andeasingly in
terrestrial radio broadcasts. storage media likkaltes, hard
disks, CDs, USB Flash Disks, and tapes. Most deawe
store in our computer devices are digital each wfit
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information packed in binary form. This binary nawf the
source is how much information it really contaiasd which
better way to represent that information in a semalumber
of binary digits, or bits. The compressed file isnately a
concatenation of thousands or even millions ofshiings.
Clearly, the cost of sending data over communioatio
networks is minimized if the files are highly corapsed.
Digital watermarking is the method of embeddingadiato
digital multimedia content. This is used to verifiie
credibility of the content or to recognize the itignof the
digital content's owner. Using Watermarking tecjueis The
rotation invariance property of the Complex Zernk@ments
[2]is exploited to predict the rotation angletteé video at the
time of extraction of watermark bits. To make goheme
robust against collusion, design of the schemeigdn such
a way that the embedding blocks will vary for suecessive
frames of the video.

Visible Digital Watermarking: Visible data is emluksd as
the watermark. This can be a logo or a text thabotes a
digital medium's owner. Invisible Digital Watermarg: The
data embedded is invisible or, in case of audiotergn
inaudible. Robust watermarks involve blending signa
amplitude with large bandwidth sizes and a shorssage
length. Frequency domain capabilities and mixed-&iom
techniques, when added to signals, are believpobtade the
right amount of robustness in order to guard agains
watermark attacks.
The publisher Playboy has used an invisible forndigftal
watermarking to detect where its copyrighted matehnas
been illegally posted on other websites.

A Pseudo Random Number (PRN) generator and a
permutation vector are used to achieve the goak Th
ekperimental results show that the scheme is tchgainst
conventional video attacks, rotation attack andusan
attacks. A PRNG suitable for cryptographic amdlmns is
called a cryptographically secure PRNG (CSPRNG). A
requirement for a CSPRNG is that an adversary notving
the seed has only negligible advantage in distsigog the
generator's output sequence from a random sequermtber
words, while a PRNG is only required to pass certai
statistical tests, a CSPRNG must pass all stalsésts that
are restricted to polynomial time in the size oé theed.



International Journal of Emerging Technology i

n Conputer Science & Electronics (IJETCSE)

ISSN: 0976-1353Volume 24 Issue 4 — MARCH 2017.

Though a proof of this property is beyond the cotrstate of
the art of computational complexity theory, stragdence
may be provided by reducing the CSPRNG to a prolbhen
is assumed to be hard, such asinteger factonzdtio
general, years of review may be required beforalgorithm
can be certified as a CSPRNG.

II. MACHINE LEARNING

There is a close connection between machine legarnd
compression: a system that predicts
probabilities of a sequence given its entire histan be used
for optimal data compression (by using arithmetiding on
the output distribution) while an optimal comprassan be
used for prediction (by finding the symbol that qesses
best, given the previous history). This equivalehas been
used as a justification for using data compressasna
benchmark for "general intelligence data compressan be
viewed as a special
differencing consists of producing a differenceegiv
a source and a target, with patching producinggetajiven
a source and a difference, while data compresgiorists of
producing a compressed file given a target,
decompression consists of producing a target gomdy a
compressed file. Thus, one can consider data casipreas
data differencing with empty source data, the casged file
corresponding to a "difference from nothing." Thesthe
same as considering absolute entropy (corresporididgta
compression) as a special case
entropy (corresponding to data differencing) with initial
data.

lll. COMPRESSIN@ATA

case ofdata differencing: Data

and

strengths and weaknesses and particular areas tilegrare
used. Since raw digital video produces enormouassiizes,
the video file must be compressed so that it castdred and
transferred. File sizes need to be reduced sodameyit on a
CD-ROM (700 MB) or DVD (4 GB) or transferred ovéiet
web at 1-2 Mbpm. File compression is achieved thhoa
codec, a compression/decompression algorithm

reformats data so it takes up less space. Vide@@ssion is
lossy compression that uses the MPEG format astéimelard.
A variety of different codec’s are available whiphoduce

that

the posterigfidely varying results, both in terms of compreasratios

and in terms of image quality
LZW Compression is used in this paper and it iduse
encode the 12 bits data

code number translation
— 0000 0
s 0001 1
2 0254 254
0255 255
© 0256 145 201 4
S 0257 243 245
= 4005 XXX XXX XXX

of relative

Fig 1: Code table compression

A. LZW COMPRESSION ALGORITHM

Compression is useful because it reduces resources |nitialize table with single character strings

required to store and transmit data. [6]Computation

resources are consumed in the compression proceks a

usually, in the reversal of the process (decompregssData
compression is subject to a space—time complexdatietoff.
For instance, a compression scheme for video mayine
expensive hardware for the video to be decomprefasd
enough to be viewed as it is being decompresset! tran
option to decompress the video in full before watglit may
be inconvenient or require additional storage. d@ésign of
data compression schemes involves trade-offs avamngus
factors, including the degree of compression, theunt of
distortion introduced (when using lossy data corsgion),
and the computational resources required to corapmes
decompress the data
[1]Multimedia compression
techniques in order to reduce the file size of masi media

formats. With the development of World Wide Web the

importance of compress algorithm was highlightechlose it
performs faster in networks due to its highly restiiile size.
A compressed file appears to increase the speetataf

transfer over an uncompressed file. Data compnessio

involves a certain amount of raw data being praadsnd
stored in a much more compact form. The processidgne
by computer applications that use specific compoass
algorithms. There are many of these, each withoits
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is employing tools and

2 String = first input character

3 WHILE not end of input stream

4 Char = next input character

5 IF String + Char is in the string table
6 String = String + Char

7 ELSE

8 output the code for String

9 add String + Char to the string table
10 String = Char

11 END WHILE

12 output code for String

IV. HUFFMAN'S ALGORITHM

Huffmari‘s original algorithm and the one-pass Algorithm
FGK. First let us define the notation we use
n = alphabet size;
aj = jth letter in the alphabet;
t = number of letters in the message processedrso f
at=ail,, ai2,, . . ., ait, the first t letteffstioe message;
k = number of distinct letters processed so far wumber
of occurrences of aj processed so, far;
lj = distance from the root of the Huffman treeajts leaf.
The constraints are4 j, k< n, and 0< wj < t. In many
applications, the final value oft is much greateant n. For
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example, a book written in English on a conventiona

typewriter might correspond te:t106 and n = 87. The ASCII
alphabet size is n = 128. Huffmantwo-pass algorithm[5]
operates by first computing the letter frequeneigsn the
entire message. A leaf node is created for eatdr laf that
occurs in the message; the weight ¢gdgaf is its frequency
wj. The meat of the algorithm is the following pealure for
processing the leaves and constructing a binary ok
minimum weighted external path lengfhwj |j Store the k
leaves in alist L; While L contains at least tvazlas do begin
Remove from L two nodes x and y of smallest wei@ingate
a new node p, and make p the parent of x anéisyeight :=
X‘s weight + ¥'s weight; Insert p into L end;

However, its only drawback is a heavy computatitoed.
The node remaining in L at the end of the algorithithe root
of the desired binary tree. We call a tree that ben
constructed in this way a “Huffman tree.” It is g&s show by
contradiction that its weighted external path léangs
minimum among all possible binary trees for theegileaves.
In each iteration of thevhile loop, there may be a choice of
which two nodes of minimum weight to remove from L
Different choices may produce structurally diffaretuffman
trees, but all possible Huffman trees will have #@me
weighted external path length. In the second pafss

P
(@)

'11‘9

;J\m {E

Huffmari‘s algorithm, the message is encoded using the °

Huffman tree constructed in pass 1. The first thivgsender
transmits to the receiver is the shape of the Harffitnee and
the correspondence between the leaves and thesleftéhe
alphabet. This is followed by the encodings ofitidividual

)]

Figure 1.2 (a) The current status of the dynamiéfraian

letters in the message. Each occurrenegisfencoded by the ree which is a Huffman tree fat , the firstt letters in the
sequence of'® and Is that specifies the path from the root Ofmessage The encoding for “b” is “1011”, given by path
the tree taaj“s leaf, using the convention that “0” means “tG,om the root to the leaf for “b”. (b) The tree kg from the

the left” and “1” means “to the right.” To retrietlee original
message, the receiver first reconstructs the Hufftree on
the basis of the shape and leaf information. Therréceiver
navigates through the tree by starting at theaadtfollowing
the path specified by the 0 and 1 bits until a Isakached.
The letter corresponding to that leaf is outputd @he
navigation begins again at the root.

and the overhead required to transmit the shafieedfee. In
section we explore alternative one-pass methodsyhich
letters are encoded “on the fly.” We do not us¢aticscode
based on a single binary tree, since we are notvad an
initial pass to determine the letter frequenciesessary for
computing an optimal tree. Instead the coding sebaon a
dynamically varying Huffman tree. That is, the tiesed to
process the (t + 1)st letter is a Huffman tree wét$pect tqut

. The sender encodes the (t + 1)st letter aihémtessage by

interchange process. It is a Huffman tree/fband has the
property that the weights of the traversed nodes loa
incremented by | without violating the sibling pesty.

A. COMPRESSION PROCESSOR

The two main
disadvantages of Huffmés algorithm are its two-pass nature

It consists of CAMs, an 5- byte shift register,hdftsand
update control, and a codeword output circuit. Thwrd
widths of CAMs increase gradually from 2 bytes aip toytes
with 5 different address spaces: 256, 64, 32, 8&anards.
The input string is shifted into the 5-byte shidgister. The
shift operation can be implemented by barrel shifte
achieving a faster speed. Thus there are 5 bytasbea
searched from all CAMs simultaneously. In geneitals
possible that there are several dictionaries imitigonary set
matched with the incoming string at the same tinith w

the sequence of‘® and Is that specifies the path from thedifferent string lengths. The matched address withi

root to ait,s leaf. The receiver then recoversdtiginal letter
by the corresponding traversal of its copy of et Both
sender and receiver then modify their copies ofribe before
the next letter is processed so that it becomesffidn tree
for pt+ 1.
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dictionary along with the dictionary number of tfietionary
that has largest number of bytes matched is oefputs the
output codeword, which is detected and combinedhay
priority encoder. The maximum length string matchéshg
with the next character is then written into thextnentry
pointed by the update pointer (UP) of the nextidiciry

(CAM) enabled by the shift and dictionary updatentcol

circuit. Each dictionary has its own UP that alwpgints to
the word to be inserted next. Each update poimtents from
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0 up to its maximum value and then back to 0. Hetlee
FIFO update policy is realized. The update openai®
inhibited if the next dictionary number is greatsan or equal
to the maximum dictionary number

Parallel dictionary set

256 hytes virtual dictionary

] =& bytes bytes

up

=ncoder

]

]

.
Priority en

A

| } | } | . | shift registar

POLZW

Fig 1.2 Architecture of Compression technique LZW

V. ASYMMETRIC ALGORITHM

The block-matching algorithm (BMA) is the most p&gpu
and widely used algorithm for motion estimation daets
simplicity and reasonable performance. In BMA, arage
frame is divided into non-overlapping rectanguliacks with
equal or variable block sizes. The pixels in ealdtlbare
assumed to have the same motion. The motion v@did) of
a block is estimated by searching for its best matithin a
search window in the previous frame. The distorbetween
the current block and each searching block is eyepl@as a
matching criterion. The resulting MV is used to getie a
motion compensated prediction block.
motion-compensated prediction difference blocksll€da
residue blocks) and the MVs are encoded and thdricéhe
decoder. Among the various BMAs, the full searcB)(is
global optimal and most straightforward algorithecause it
searches the entire search window for the besthimatblock

A. DIRECTIONAL ASYMMETRIC SEARCH

The center-biased characteristic has been repamed
widely used in many studies. It means that most Miésvery
close to zero motion. Thus, the best search swratedo
search from the center of the search window anddtsest
neighbors. On the other hand, although the hypisthefs
monotonic error surface is not always true, it Botdue
primarily in the nearby region around the minimunnoe
point (global or local). This implies that the nimim error
point can be found along the direction of the bledior from
the highest to the lowest point. As long as theratirection is
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known, only the points along the search path neetet
checked.

VI. 6 ERRORDIRECTIONDETERMINATION

Most fast BMAs find the MBD in each step using
symmetric patterns. The location of the MBD in therent
step is the center of the next step until the MRDups at the
center. Under this condition, the information retjag block
distortions has not been effectively used. Thusftar most
fast BMAs, it is used only for finding the MBD. Adlly, it
reveals not only the MBD but also the error direatiln our
study, the error direction (or search directiongath step is
defined as the direction from the location of thaximum
block distortion toward the minimum block distortidHerein
S denotes a search pattern, BD(k) denotes the Histtktion
of the search point k, and keSis a point in S.

i

OPattern in the first step

@Pattern for the subsequent
steps

[

(a2) UP-Left Pattern (c2) Up-Rught Pattern
[T ] [] [TT]
mun N Rry.run Y,

’E\((Yé‘r—— OO | me,

[ 1] [ 1] [T 1]
(a) UP-Left Pattern ~ (b) Up Pattern (c) UP-Rught Pattern|
[ 111 [T1 [T 11

LILATT [
OO0 <
[ 11 [ 11 [ ]
(d) Left Pattern e) Initial Pattern (f) Rught Pattern|
%_ H H o
T et Oy
[ [T1] [T 1]

() Down-Left Pattern (k) Down Pattern (i) Down-Rught Pattern|
[T1 [T

(22) Down-Left Pattern (12) Down-Rught Pattern|

Fig 2: Search pattern of DAS

VII. WATER MARKING TECHNIQUES

firstly, the binary watermark imag# (with values -1 or 1)

Thes transformed into a noise-like two dimensionahdoy

sequence using the chaotic mixing method. In theott
mixing method, a mapping matriN (k) , with LN ->LN , is
generated, whereN is a two-dimensional indexes set, and it
is applied iteratively to the watermark patt&/nas shown by

we =w' = A ()W, i=12..,P-1

&5 Y x, ) .

Aglk)=Ly =Ly [1:: } = ; klz—l_,.“\ 1': :’{mod N)

where, W9is the original watermark pattert is a
noise-like watermark pattern after thth application ofAy
(k), (xn,yn)€LN,k € [1,N] < Z, P-1is the total number of
possible watermarks that can be generated usinijamthe
size of

Two keys are required to reconstruct the watermark
pattern: the first key i& and the iteration numberis the
second one. Fig shows the watermark patterns gedeby
with different iterationi .

The whole host video sequence is used for watermark
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embedding. Firstly the [3] first level decompositiof each
frame of the luminance chanriet,(r=1,2,..,R)is computed
using a two dimensional Daubechies wavelet functidrere

A. IMAGE AUTHENTICATION PROCEDURE

In the image authentication procedure shown in Fig.

R is the total number of frames. Then the noise-likg given corrupted images by transmission and tesiociated

watermark generated by is embedded into the irdtom
subband,MNL1..Here the wavelet coefficients of frafReare
denoted by

digital signatures, the proposed scheme autheesidaith the
integrity and the source of the received imagefdphang the
following process on the image in the following erd(1)

Xr( r= 1,2,..., R). Next this noise-like watermark is perform content-adaptive error concealment, if sdroeks

embedded into the magnitudes of the wavelet coefffisXr ,
which are segmented into non overlapping blockszef 3x3.
Then the mean of each block is computed and derytdd
Subsequently, a bit of watermark is embedded bygihg
the value of center coefficienfc of each block to get a
modified valueVc . Based on two thresholds (Th, 2 Th)
and an intensity factar, the computation dfcis carried out

The network transportation path can be viewed @sisy
channel. The reference digital watermark is moadlatith
multimedia data (carrier) and transmitted onto tfwsy
channel. The watermark undergoes the same chanfjed
by the multimedia data, so that the watermark dgian can
be used to estimate the overall alterations ofntbéimedia
data caused by noise or by attacks. At the receiider the
embedded digital watermark is extracted and conepiaréhe
original reference watermark in order to measuedrtegrity
and authenticity of the received multimedia dat&s bbvious
that the proposed framework integrate the timinghmaaism
to the multimedia data naturally.

Black
Qrigin Spalial Ly Decompasition
il o I o y
*Chaneel Desympnsber] Confficiets ]
I; X M
F,
T [ Wodted
Wmmad he—! 10T }e Waelet
Coeficlants
Selacted
Chactic
?"‘? Mixing

Figure 3:Flowchart of the video watermark embedstgteme
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are damaged; (2) extract the SDS of the receivegénusing
the same method used in image signing; (3) deciypt
signature by using the sender’s public key; (4)qrar a
content authenticity verification procedure usingthb the
decrypted signature and the extracted one to atuhe
degree of authenticity (DY) and un-authenticity (DN5)
deem the image authenticated if DY > DN; othervi®ethe
attacked areas are detected using an attack detecto

Crypla Degmded
Signature limaze
Pubiie Ko _.i' .
P g ]
Received Error Extecting
Sigrainre & Concenling
Wavelel
Drevimmprsaticm
L -l:‘:"'..l var i Feurnrea
Drigitel Signature
™ Exrmeisii
L-'.:Ill.\.'l:ll'll?ﬁl."'J
Verfication
¥ *
Allack Autbentic
Lot *

Figure 4: Image authentication procedures

VIIl. RESULT

In the proposed scheme, the watermark informat@on i
embedded in every frame of the video to make therdhm
robust against frame dropping and frame insertion.

YCbCr (luminance, chrominance-red, chrominanceolue
color model is chosen instead of RGB (red, grekm)kzolor
model and the luminance parts of the video areider=sd as
the target embedding area. This is due to thdtiatthe RGB
color space representation has the most
components, while the YCbCr color components agdehst
correlated components . The correlated RGB comperzea
not suitable to embed the watermark. In RGB cgarce the
perceived color quality of a video frame is depemndm all

components. Thus, embedding watermark bits into one

component independently of the other RGB componisnts
not the best choice. On the other hand the YCbh@nipeto
extract uncorrelated components and it favors dpastion
of the achromatic part from the chromatic partshef color
image. To achieve high robustness and large embgddi
capacity, the proposed scheme uses the least atedel
YCbCr components of the color image. The color iemé&g

correlated
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represented by Y, Cb and Cr components. The presbame e R 30 Fiine 200

uses luminance component for data embedding to ke

scheme robust against compression. This is dietfatt that Chrigiral
during compression no down sampling is done in the
luminance component That means the loss in lumamanc
component during compression is less than the adheoroe
component. So the watermark bits can be detecfectigtly

if the bits are embedded in the luminance component

* A binary logo of size (M x N) is chosen as the
watermark logo. Hence, every bit of the binary logo
is either “0” or “1". To make a non-zero sequence
all the “0”s are converted to “1"s.

* To make the scheme robust against rotation attack,
luminance block’s center is chosen as the center. A
square area of size (P x P) is chosen as the
embedding area where the unit circle has to be CT DT Kefresh
placed at the time of computation of Complex
Zernike moments. The size of (P x P) is multiple of
(8 x 8). This is due to the fact that the present
scheme uses a block of size (8 x 8) to embed a (- i fiefrest

watermark bit.

» To make the scheme robust against collusion attacks

BT PPN

CTDCT DPCM

a Pseudo Random Number (PRN) is used to selgdgure 4.1 Compression of video

the embedding blocks (8 x 8). It also ensuresttieat

embedding blocks will vary for the successive

frames. To generate the seed value of the PRN IX.” SIMULATION RESULTS
generator a permutation vector is used and isd®pt

a secret key (K). Here, permutation vector is a use
defined secret key (K) that is used as an inp@dse
value) to the PRN generator. At the time of

extraction

(14835, M3 D001 (4258, W 297, ¢ 50 015

o
\

Figure 5 LZW Output

03]
{1 L5 M 097, =4 0014}

-

i,
it

Figure 5.1 Write operation

The proposed two-stage compression/decompression
processor given in Fig 5.3 has been synthesizediandated
using Verilog HDL. The resulting chip has a dieaaoé 4.3%
4.3mm and a core area of 3.3 x3.3 mm . The simifadever
dissipation is between 632 and 700 mW at the oipgrat
frequency of 100 MHz. The compression rate is bebhwis5.7
and 125 MB/s; the decompression rate is betweesnga583
MB/s. Since we use D-type flip-flops associatechwieeded

89
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gates as the basic memory cells of CAMs (the dietip set in
the PDLZW processor) and of ordered list (in the DB
processor), these two parts occupy most of the atgp. The
remainder only consumes about 20% of the chip afea.
reduce the chip area and increase performance,
full-custom approach can be used. A flip-flop maket
between 10 to 20 times the area of a six-transitétic RAM
cell , a basic CAM cell may take up to 1.5 times éinea (nine
transistors) of a static RAM cell. Thus, the aréahe chip
will be reduced dramatically when full-custom tecluyy is

used. However, our HDL-based approach can be eadiy

adapted to any technology, such as FPGA, CPLD,etir ¢
library

The resulting architecture shows that it is noya@alreduce
the hardware cost significantly but also easy todadized in
VLSI technology since the entire architecture isuad the
parallel dictionary set and an ordered list sueth the control
logic is essentially trivial. In addition, in thease of
executable files, the performance of the proposehitecture
is competitive with that of the LZW algorithm (conegs).
The data rate for the compression processor isast [l and
up to 5 B per memory cycle. [7]The memory cyclenainly
determined by the cycle time of CAMs but it is guémall
since the maximum capacity of CAMs is only 64 x fBthe
PDLZW processor and 414 B for the AHDB processor.

X. CONCLUSION

The experimental results show that the scheme ¢esvi
robustness against rotation of video in any angpdiusion
attack of Type-1 and Type-2 and conventional vidgacks,
including a Rayleigh fading wireless channel. Feitwork
can be concentrated on further performance imprewtof
the proposed scheme, as well as the developméardivare

(3]

(4]

for

(6]

implementation of the proposed scheme through field

programmable gate array (FPGA). H.264 presentga biep
forward in video compression technology. It offexshniques
that enable better compression efficiencies duemtwe
accurate prediction capabilites, as well as imptbv
resilience to errors. It provides new possibilities creating
better video encoders that enable higher qualityewi
streams, higher frame rates and higher resolutiahs
maintained bit rates (compared with previous stedgjaor,
conversely, the same quality video at lower bigsat
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