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Abstract— Classification of brain tumor is a vital task inthe
healthcare applications. Brain tumor is a life threatening disease
which develops improper cell growth of intracranial cavity in
brain. Intelligent classification of the brain tumor has great
potentiality in clinical medicine for detecting the abnormalities
at an earlier stage. Magnetic Resonance Imaging (MR is
widely used for capturing the abnormalities in bran. In this
paper, we propose an enhanced brain MRI classifietargeting
two main objectives, the first is to achieve maximm
classification accuracy and secondly to minimize #hnumber of
features for classification. Gray Level Co-occurrene Matrix
(GLCM) and statistical features are used for featureextraction.
Two different machine learning algorithms are enhaned with a
feature selection pre-processing step. Feature sefion is
performed using Genetic Algorithm (GA) while clasdier used is
Random Forest (RF) Classifier. Experimental resultshave
shown the efficiency of the proposed algorithm.

Index Terms— Classification, Brain tumor, MRI, GLCM,
Genetic Algorithm and Random Forest.

I. INTRODUCTION

A brain tumor occupies space within the skull aaah
interfere with normal brain activity. It can incesapressure in
the brain, shift the brain or push it against thkellsand
damage nerves and healthy brain tissue. Brain wiraoe
abnormal masses in or on the brain. When most narefia
grow old or get damaged, they die, and new celle their
place. Sometimes, this process goes wrong. New faain
when the body doesn't need them, and old or damegjéd
don't die as they should. The formation of extisazeates a
mass of tissue called tumor. Tumor growth may appsaa
result of failure of the normal pattern of cell tre@l].Brain

tumors may have a variety of symptoms ranging frorﬂarned as Ridler's method,

headache to stroke. Different parts of the braimtrod
different functions, so symptoms vary depending tba
tumor's location [2]. The function of clusteringtésidentify
the image areas that can have maximum chancemof tin
this paper, fuzzy C means clustering is used. Téwetic
algorithm (GA) is a search heuristic that mimics pinocess of
natural evolution. This heuristic is routinely usedgenerate
useful solutions to optimization and search prolsleBenetic

algorithms belong to the larger class of evolutigna

algorithms (EA), which generate solutions to optiation
problems using techniques inspired by natural gimiusuch
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as inheritance, mutation, selection and cross@jer [

Most of the tumor is two types namely benign and
malignant. Malignant tumor is referred to as cancer
Abnormal growth of cell inside brain is called braumor.
There are two general groups of brain tumor. Pryniaain
tumor starts in brain and tends to stay there. iS#y brain
tumor starts somewhere else in the body but traweetsain.
Secondary tumors are more common than primary tstimor
The reason for brain tumor is unknown till now. ift
considered that probable reasons of brain tumorhbzama
number of conditions like neurofibromatosis [4]pegure to
chemical vinyl chloride, Epstein-Barr virus and imng
radiation. The use of mobile phones is also comsitlas one
of the risk factors but there is still no clear dance.
Meningioma (usually benign), Oligodendrogliomas and
astrocytoma such as Glioblastomas are primary tumor
commonly found in adults and Medulloblastoma irldriein.
Diagnosis is usually done by medical Examinatiamglwith
MRI. Biopsy is then conducted for confirmation.

Tumors are divided into different grades of seyerit
depending on the report obtained from diagnosigrade 1,
the cells look normal and grow slowly. The cellskalightly
abnormal and grow slowly in grade 2. Cell startsgtow
actively and look abnormal. They start to grow \adti in
nearby brain tissue and tend to reoccur. This happaly
when it is grade 3 tumor. In grade 4 tumor are rabsbrmal
and fast spreading. There are various literatuwagadle on
the topic of brain tumor detection and extraction MRI
images of brain. In recently, a two methods fomseugtation,
i.e. ACO hybrid with Fuzzy and HSOM hybrid with fiyzis
used to detect brain tumor. Though the detectialoie, still
the noise is remaining in the image. And anothethoe
is used to low passrifitie
morphological operation and thresholding and lastiyion
growing methods to extract the brain tumor. But $fme of
the tumor is not accurate as that were presentiginal
pictures. And also another method a multi-modality
framework and AdaBoost classifier is used to detextumor
[5]. Even if the tumor is detected, it still hass®in it and the
accuracy of the detected tumor is not good. Ibislike that
present in the ground image.

The rest of the paper is organized as followstiGed!
presents the related work; Section Il presentspifogposed
work; Section IV presents the experimental analysisl
finally concludes in Section V.
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. RELATEDWORK

This section presents the prior works suggestetiram
tumor classification. In [6] focused on survey afliAknown
brain tumor detection algorithms that have beempgased so
far to detect the location of the tumor. In [7]clastering
based approach using a Self Organizing Map (SO
algorithm for medical image segmentation. They gnésd a
new unsupervised MR image segmentation method kase
fuzzy C-Means clustering algorithm for the Segmeoia In
[8] showed that Watershed Segmentation can sucdiyssf
segment a tumor provided the parameters are spéeyan
MATLAB environment. Their paper explores a method t
identify tumor in brain disorder diagnosis in MRages.

In [9], the images are segmented a set of MR isagang
standard image segmentation techniques to isoldieaia
tumor from the other regions of the brain. Subsatjyéhe
resultant images from the different segmentatiahn&ues
were compared with each other and analyzed by gsifieal
radiologists to find the segmentation techniquecihs the
most accurate. Experimental results showed thattse’s
thresholding method is the most suitable image segption
method to segment a brain tumor from a MagnetioRasce
Image. In [10], the author inferred that the braimor
classification and segmentation is best done USWgl with
dominant run length feature extraction method tisafiv
with wavelet based texture feature extraction nethad
SVM with SGLDM method. In their work, they attemgtto
improve the computing efficiency as it selects thest
suitable feature extraction method that can use
classification and segmentation of brain tumor hifages
efficiently and accurately.

The author in [11] studied a Grey level Co-ocenoe
Matrix (GLCM) for texture feature extraction, ANFIS
(Adaptive Network Fuzzy inference System) plus Giene
Algorithm for feature selection and FCM (Fuzzy C-avis)
for segmentation of Astrocytoma (Brain Tumor) wathfour

MRI images. Real data set of 120 patients MRI biaiages
have been used to detect ‘tumor' and 'non-tumot'ivi&yes.
The SVM classifier is trained using 96 brain MRlaiges,
after that the remaining 24 brain MRI images wasdufor
testing the trained SVM. SVM classifier with Linear
uadratic and Polynomial kernel function give 966
3.33% and 87.50% accuracy respectively and 100%

gspecificity.

In [15], the authors studied an effective automati
classification method for brain MRI is projectedngsthe
Adaboost machine learning algorithm. The propogates
consists of three parts such as Preprocessing,uréeat
extraction and Classification. Preprocessing hasoved
noise in the raw data, it transform RGB image gayscale,
median filter and thresholding segmentation is iggdplFor
feature extraction by using GLCM technique 22 fesgwere
extracted from an MRI. For classification boostieghnique
used (Adaboost). It gives 89.90% accuracy and tréaul
normal brain or in Malignant or Benign type of tumdhe
authors in [17] proposed a novel technique whiatiuites
Normalization of Histogram and K-means Segmentation
First, input image is pre-processed in order toawsmthe
unwanted signals or noise from it. To de-noiseffiltsuch as
Median filter, Adaptive filter, Averaging filter, tJsharp
masking filter and Gaussian filter is used in thRINmages.
The histogram of the pre-processed image is noredland
classification of MRI is done. Finally, the imagesegmented
using K-means algorithm [18] in order to take dwé tumor

érrom the MRI. Efficient classification of the MRIs done

using NB Classifier and SVM so as to provide acura
prediction and classification. The authors in [58died a
model in which Image is processed through: Pressing,
Segmentation, Feature extraction Classificatiorgesta In
preprocessing, Morphology technique using double
thresholding is applied to remove the skull outted MRI
brain images. The present work presents the cosgrasiudy

Grades. The comparative study between FCM, FCM pIL?§ two techniques used for tumor detection of MRhges.

K-mean, Genetic Algorithm, ANFIS and proposed téghe
showed improved Accuracy, Sensitivity and SpedificT he
author in [12] suggested a new method combiningetien
algorithm and K-Means algorithm for clustering nedi
images. In this combined technique, variable sttemggth
genetic algorithm (VGA) is used for the determioatof the
optimal cluster centres.

In [13], the authors explored Extreme Learningchiae
Classifier algorithm for implementing genetic algjom. This
method is modeled for automatic brain tissue arlgbagical
tumor classification and segmentation of 3D MRI ¢um

images. Then a genetic algorithm for automating the

segmentation of the prostate on two-dimensionaksliof
pelvic computed tomography (CT) images. In thisrapph
they represented segmenting curve using a levélisetion,
which is evolved using a genetic algorithm (GA).

In [14], the authors suggested an algorithm whglha
combination of SVM and fuzzy c-means, a hybrid téghe
for prediction of brain tumor. Here, the image rhanced
using contrast improvement, and mid-range strdicfuble
thresholding and morphological operations are tisedkull
striping. Fuzzy c-means (FCM) clustering is used tfte
image segmentation. Grey level run length matrixRGM)
is used for extraction of feature. Then, Lineara@uatic and
Polynomial SVM technique is applied to classify th@in
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One is based on the Level set method that usesidhe
parametric deformable models with active contolgggment
the brain tumor from the MRI brain images. The othee is
the K-means segmentation algorithm.

. PROPOSEDNORK

This section presents the proposed method foctilegethe
brain tumor classification. The proposed model coses of
Gray Level Correlation Matrix (GLCM), Statisticatdtures
and Genetic Algorithms.

A. Gray level Correlation Matrix (GLCM)

A co-occurrence matrix or co-occurrence
distribution is a matrix that is defined over arage to be the
distribution of co-occurring pixel values (grayseahlues, or
colors). A statistical method of examining textutleat
considers the spatial relationship of pixels is ¢inay-level
co-occurrence matrix (GLCM), also known as the deagl
spatial dependence matrix. The GLCM functions cattar&ze
the texture of an image by calculating how ofteingoaf pixel
with specific values and in a specified spatiahtiehship
occur in an image, creating a GLCM, and then efitrgc
statistical measures from this matrix. (The textdiieer
functions, described in Texture Analysis cannotvjue
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information about shape, i.e., the spatial relaigms of
pixels in an image.) After you create the GLCMsy yean
derive several statistics from them using the gvpyops
function. These statistics provide information abdhbe
texture of an image.

B. Satistical features

capacity of the knapsack. The fitness of the soifuis the sum
of values of all objects in the knapsack if theresgntation is
valid or O otherwise. In some problems, it is hardeven
impossible to define the fitness expression; irs¢heases, a
simulation may be used to determine the fitnesstfan value

of a phenotype (e.g. computational fluid dynamgssed to
determine the air resistance of a vehicle whosgeshia
encoded as the phenotype), or even interactive tigene

A statistics use is motivated by the fact that thggorithms are used.

distribution of samples in the data is characteribg their
asymmetry, concentration and dispersion aroundntbaan.
Interestingly, the differences are correctly captuusing the
statistics of the IMFs. Using the following quaiat# these
statistics are obtained for an IMF.

D. Random Forest Classifier

Random forests or random decision forests are senelsle
learning method for classification, regression atieer tasks,

Mean: The arithmetic mean or average of a set difiat operate by constructing a multitude of decisiees at

values is the ratio of the sum of these values tibaining time and outputting the class that is riiede of the
the number of elements in the set. It is given adasses (classification) or mean prediction (regjoeg of the

i)
follows:
N
1
M= N z Yi
=l (3.1)
i)  Standard Deviation:

individual trees. Random decision forests correctérision
trees' habit of over fitting to their training sBtecision trees
are a popular method for various machine learrdsgg. Tree
learning "comel[s] closest to meeting the requiresdar

serving as an off-the-shelf procedure for data mghi say
Hastie et al., because it is invariant under sgadind various
other transformations of feature values, is rotbashclusion

The Standard Deviation is a measure of how spre&d irrelevant features, and produces inspect abdelets.

out numbers is. It is given as follows:

1N 2

Oy = Wz(yi = )
i=1

(3.2)

C. Genetic algorithm

In computer science and operations research,
genetic algorithm (GA) is a metaheuristic inspifeg the
process of natural selection that belongs to tigeleclass of
evolutionary algorithms (EA). Genetic algorithmsear

commonly used to generate high-quality solutions to

optimization and search problems by relying onibgpired
operators such as mutation, crossover and seleétitypical
genetic algorithm requires:

A genetic representation of the solution domain,
A fitness function to evaluate the solution domain

During each successive generation, a portioneof t
existing population is selected to breed a new geioa.
Individual solutions are selected through a fitAeased
process, where fitter solutions (as measured byjtnask
function) are typically more likely to be selecte@ertain
selection methods rate the fithess of each solutiod
preferentially select the best solutions. Otherhods rate
only a random sample of the population, as the éoppnocess
may be very time-consuming. The fithess functiodefined
over the genetic representation and measures #ligypf the
represented solution. The fitness function is abvasoblem
dependent. For instance, in the knapsack problesn@mts
to maximize the total value of objects that canpbe in a
knapsack of some fixed capacity. A representatibnao
solution might be an array of bits, where eachdptresents a
different object, and the value of the bit (O orrépresents
whether or not the object is in the knapsack. Netrye such
representation is valid, as the size of objects exaged the
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However, they are seldom accurate.
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Fig.1. Random Forest classifier- Working

In particular, trees that are grown very deep t@end
learn highly irregular patterns: they over fit thieaining sets,
i.e. has low bias, but very high variance. Randomadis are a

way of averaging multiple deep decision trees,ngdion
Hjifferent parts of the same training set, with theal of

reducing the variance. This comes at the expensesofall
increase in the bias and some loss of interprétgbbut
generally greatly boosts the performance of thal finodel.

Training Phase

Tnput Images
Pre Processing

GLCM & Statistical
Features

Classification Phase

Test Input Images
Processing

Pre

GLCM & Statistical
Features

RF Classifier

Fig.2 Proposed architecture
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IV. EXPERIMENTALRESULTS

This section presents the experimental analysis 0[1]

our proposed algorithms.
GRAY Image
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Fig.3. Abnormal Image classification
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Fig.5. Genetic algorithm for Image classification [13]

V. CONCLUSION

Since brain diseases are dynamic and evolutionagiy;
in nature, their detection, treatment will alsogress based
on the dynamic nature of the disease. The treatdeattion [15]
technique in brain tumor keeps on changing withetim
Therefore, the image processing technique musipatsgress
in a direction of finding tumor as early as possibIhe
screening techniques in tumor detection must biahiel,
robust and must have high level of diagnostic valige this
purpose, right from the image acquisition to theedgon of
tumor, an effective work is defined enough to idfgrihe real
indicators of tumor nodules. In this paper, we s® an
enhanced genetic algorithm for classifying the rbrai
abnormalities. Initially, brain MRI images are eated and
then denoised for further evaluation. The objectifethe
proposed work is to achieve better classificaticouaacy
with minimized features. The relevant featuresetteacted
using GLCM and the statistical models. The extmcte
features are then selected using genetic algorithchthen
further classified using Random Forest (RF) classif
Experimental analysis has shown the efficiency loé t
proposed algorithm.
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