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*  Multiple Frequency Shift Keying (MFSK)
Abstract— In underwater acoustic sensor network [UASN], Orthogonal Frequency-Division Multiplexing
sensors life time increment is the main problem, nraally we
cannot recharge the battery by going deep into theea or ocean
and we cannot recharge it by solar power since suight won't
go deep into the sea. In previous work on UASN thegonsiders

only static network, but in this paper we considerdynamic Tl

network (changes by time, either the sensor is aut, ﬁ - Base stafton

malfunctioned, dead or lost) and in previous work liey took 2D 2 - Surface sink

model and in this we consider a 3D model for sengrthe target. T :Bitiessdin

To improve the life time of Underwater Acoustic Sernar )

Network (UASN) we developed a Heuristic Search Algihm 3 - Underwater sensor

(Multi-population Harmony Search Algorithm) to dynamically @ AUV

choose to sleep or work a given set of sensors irder to cover (OFDM)

the given set of targets. Fig: 1 lllustration of underwater acoustic sensetworks.

II. UASN

A Index Terms—h U?der;/\r/]ater aclc;ystic Istgnsor dnetwqu, Acoustic communication is used to transmit signais
armony  search — aigorthm, - mulli-population, —dynamic ., \jenwater. In fact, radio wave will transmit mattean
optimization, pitch adjusting rate. . . . . . .
acoustic but in sea water it requires big anteraras high
transmitting rate. Optical waves do not supporthshigh
|. INTRODUCTION transmission rate.

Underwater acoustic communicationis a technique of A. CHALLENGESOF UASN
sending and receiving messages below water.Thege af imited bandwidth.
several ways of employing such communication betrtiost Impaired channel.
common is by using hydrophones. Underwates High Propagation delay.
communication is difficult due to factors such as git error rate is high.
multi-path propagation, time variations of the amelnsmall . | imited battery power.
available bandwidth and strong signal attenuagspecially . Fajlure ofsensors due to fouling and corrosion.
over long ranges. Compared to terrestrial commtioica
underwater communication has low data rates becduse B- APPLICATIONSOF UASN
uses acoustic wavesinstead of electromagnetic waves Ocean sampling networks, undersea explorations,eMin
I. In general the modulation methods developed foeconnaissance, distributed tactical surveillance,
radio communications can be adapted foEnvironmental monitoring, Disaster prevention, stesl
underwater acoustic communications (UAC)navigation.
However some of the modulation schemes are

more suited to the unique underwater acoustic ll. CONTRIBUTION OF THE PRESENTWORK
communication channel than others. Some afirst, this work considers a dynamic problem. Seon
the modulation methods used for: positions of some sensors are not fixed the prapose
+  Frequency Shift Keying (FSK) algorithm can dynamically apply the updated posiido
» Phase Shift Keying (PSK) make a new sleep schedule.

» Frequency Hopped Spread Spectrum (FHSS)

» Direct Sequence Spread Spectrum (DSSS)

» Frequency and Pulse-position modulation (FPPM
and PPM)
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A. BASIC HARMONY SEARCH ALGORITHM V. MATHEMATICAL MODEL

B. Musicians play many harmonies, for various . N

combination of music. Harmony search has two different Consider in Fig. 4(a), there are 6 number of sen®rs; )
functions they are Harmony Memory considering Rate and 4 number of targetf-n, ). Each sensor is arranged in a
(HMCR) and Pitch Adjusting Rate (PAR). sphere structure to cover all targets easily. Bmsiag range

size of each sensor may differ due to its hetereges sensor
type. Base station (BS) is placed, up above thdeses to
collect the messages which is transmitted fronsteebed.
At a particular time, each sensor could be in ohdoor
modes: active, asleep, malfunctioned, and deady &utlve
sensors will work to detect the targets and conshattery
power.To save the battery power, sensors that@radative
3. Selecting any random value, can be turned off. Sensor may be dead due to paitever

In Fig:2 it shows the block diagram of harmony shar depletion, or get lost due to external factors.

: . Sea level s Sea level ]
algorithm and how it works based upon the abovestul ST 485 =C_4Bs

(R

Rules for better harmony in music:
1. Selecting any pitch from memory.
2. Selecting adjacent pitch.

3. Selecting any random pitch.
Similar rules for sensor targeting:

1. Selecting any value.

2. Selecting adjacent value.

IV. THEPROPOSEMETHOD MPHSA

When compared to genetic algorithm, MPHSA is mor
advanced. HSA is used mainly for dynamic model.

A. 3D MODEL (a) Atthe rthkey tune (b) At the (7 + 1)-th key time

Fig: 3 shows the three dimensional representation big: 4 Example for dynamic UASN at two key times.
underwater sensor networks. In 3D underwater nédgsyor Sensors that are active or asleep are called asvisgr
sensors are allowed to float in water. The serm@rsied with Sensors and sensors that are malfunctioned orideadire
a wire so that the height can be adjusted accortingpe called to fail.

target. Sensor modes vary, based upon the active sensgratveach
and every time. So, in this work we propose a nettm
decide a sleep schedule at each and every key time.

As shown in Fig. 5, the 1st key time is the ihitine, at
which each sensor is works with the initial batteower.
Here the sleep schedule is initialised. During 1fiekey if
some targets are not covered mean fé&ey time is started.

Evalustion Using 1st schedule Using 2nd schedule
[ ] giss g2

r AR !
1st key time 2nd key time  3rd key time
S ([ (S A s Y Y | ) o s
I I | ] I | I I | I 1 | | |
01 23 45 6 7 8 91011 1213 timet
Fig: 5 Relationship between sleep schedule andikey
At the 2nd key time, the sensors informationgdated
and sleep schedule is followed to cover all targets
Similarly, the 3rd key time, 4th key time and so @an be
Replacemen followed. And, a sleep schedule is followed at eeentime

Fig: 2 Harmony Search Algorithm until survival sensors cannot cover all targets.

- VI. NOTATIONSUSED
/ '}{aﬁelme‘“‘fesmk

A .'.—'. S : Set of Sensors, SH{s,, . S}

f/ T : Set of Targets, T={l, n2,...n}

' S.: Set of survival sensors at thh key time

F.: Set of malfunctioned sensors at th¢h key time

D.: Set of dead sensors at theh key time.

R.: Set of sensors that are recovered at ttle key time.

P; : Malfunction probability
P4: Dead probability

74
AL surface
AP 8
=z 7 sink
surface
station

S OO Eﬁj\ ] P, : Recovery probability
/ J, i / i S={s, S, ..., syina UASN to detect all targets in T &{,
¥ i T, ..., Ty} at different key times. Consider the sleep schedu
at the t-th key time. Initially update the set of survival
Fig: 3 Three-Dimensional representation of UASN sensors(9 att-th key time.
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St=(S-1UR)\(FtN D) s
———-HSA (P_r=0.0005)
VIl. MPHSAALGORITHM MIEREA B~ D000
_ . L 1000 | —— HSA (P_r=0.025)
1. Atther-th key time survival sensors are updated = . MPHSA (P r=0.025)
2. Initialize the parent harmony memory HM. g =
3. Divide HM into sub-HM (sub-HM1, sub-HM2, € 500
sub-HW) i
T . . . i 2 H
4. Initialize the current iteration number as 1( ie., H Lw"*‘fﬁ“gﬂslﬁ
5 1}_1’2(;(0'2; HMCRh 0 5000 10000 15000 20000
. Ifran s < en Iteration
6. Choose two harmonief€®*and X¢"?from sub-HMi Fig: 7 Experimental comparison WhBh= 0.0005 or 0.025.
7. if rand(0, 1) <PARY) then s T T
8. Make a uniform crossover operator off*% and #00 =
X2 700 ——— MPHSA (P_d = 0.00005)
and replacethe resultant value in te place of : =
newla pew2 B 600 —— HSA (P_d =0.0025)
_ nd : Zs00 W o| e MPHSA (P_d =0.0025)
9. endif £ 400 M
10. Let X™" be the one of ¥** and X" with a better 2 300 ikl
fitness value 200 | i I gl A g
11. else oo | ) M"Wﬁm&”%m "
. 0 £ . ,
ig Ra(;".jfomly generate a feasible harmony'ds x 0 5000 10000 15000 20000 25000
.endil [teration
14. 1f x"*"is better than worst harmony in sub-HMI%  Fig: 8 Experimental comparison wiltd = 0.00005 or 0.0025.
replaces it
15. end for
16. n=n+1 IX. CONCLUSION
17. end while In this work we dynamically determined a sufficientmber

18. Decode the best harmony among all sub-HMi's  of active nodes in the UASN at different times tvelop a
19. If number of covers is non zero, randomly choosgleep scheduling scheme. This work develops a MPHSA
one of the covers as the output, otherwise outputivhich yields better results than Genetic Algorithirhis
Zero i.e., no solution. works considers 3D Architecture of UASNs for more
coverage area.
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