
International Journal of Emerging Technology in Computer Science & Electronics (IJETCSE) 

ISSN: 0976-1353 Volume 20 Issue 3 – MARCH 2016. 
 

66 

 

TOP-K KEYWORD QUERIES MENDED FOR 

NOVEL MAPPING ON XML DATA 

K.Pushparaj 
1  

, J.Nulyn Punitha
2 

 

1
B.E Student , Department of Computer Science and Engineering, IFET College of Engineering, Villupuram, India. Email Id: 

pushparaj281995@gmail.com 
2
Senior Assistant Professor Department of Computer Science &Engineering, IFET College of Engineering, Villupuram, India. Email 

Id: mailnulyn@gmail.com 

 
Abstract-XML is ordinarily bolstered by SQL database 

frameworks. In any case, existing mappings of XML to tables can 

just convey attractive question execution for constrained use 

cases. In this paper, we propose a novel mapping of XML 

information into one wide table whose sections are meagerly 

populated. This mapping gives great execution to report sorts 

and inquiries that are seen in big business applications however 

are not upheld productively by existing work. XML inquiries are 

assessed by making an interpretation of them into SQL questions 

over the wide meagerly populated table. Mapping settled 

components to smoothed tables is the key issue for supporting 

XML on SQL databases. Numerous mapping plans have been 

proposed to decay settled structures into standardized tables. 

Index terms: XML data, Keyword query, XML mapping. 

I. INTRODUCTION 

While catch phrase inquiry enables conventional clients to 

look immense measure of information, the uncertainty of 

watchword question makes it hard to adequately answer 

catchphrase inquiries, particularly for short and obscure 

watchword inquiries. To address this testing issue, in this 

paper we propose a methodology that consequently expands 

XML catchphrase seek in view of its diverse settings in the 

XML information. Given a short and unclear watchword 

question and XML information to be sought, we first infer 

catchphrase look hopefuls of the inquiry by a straightforward 

element choice model. And after that, we outline a powerful 

XML catchphrase look broadening model to quantify the 

nature of every hopeful. After that, two effective calculations 

are proposed to incrementally figure top-k qualified inquiry 

hopefuls as the expanded pursuit expectations. Two 

determination criteria are focused on: the k chose question 

hopefuls are most important to the given inquiry while they 

need to cover maximal number of unmistakable results. 

Finally, a far reaching assessment on genuine and 

manufactured information sets shows the adequacy of our 

proposed enhancement model and the productivity of our 

calculations. 

II.     LITERATURE SURVEY 

1)  Xrank: Ranked keyword search over xml documents 

AUTHORS:  L. Guo, F. Shao, C. Botev, and J. 

Shanmugasundaram 

We consider the issue of productively delivering positioned 

results for catchphrase seek questions over hyperlinked XML 

records. Assessing catchphrase look questions over various 

leveled XML records, instead of (reasonably) level HTML 

reports, presents numerous new difficulties. To start with, 

XML catchphrase seek questions don't generally return whole 

reports, yet can return profoundly settled XML components 

that contain the fancied watchwords. Second, the settled 

structure of XML suggests that the thought of positioning is 

no more at the granularity of a report, yet at the granularity of 

a XML component. At long last, the thought of watchword 

nearness is more unpredictable in the progressive XML 

information model. In this paper, we exhibit the XRANK 

framework that is intended to handle these novel elements of 

XML watchword look. Our test results demonstrate that 

XRANK offers both space and execution advantages when 

contrasted and existing methodologies. An intriguing 

component of XRANK is that it normally sums up a hyperlink 

based HTML internet searcher, for example, Google. XRANK 

can subsequently be utilized to inquiry a blend of HTML and 

XML records. 

2) Multiway SLCA-based keyword search in xml data 

AUTHORS: C. Sun, C. Y. Chan, and A. K. Goenka 

Catchphrase scan for littlest most minimal normal 

predecessors (SLCAs)in XML information has as of late been 

proposed as an important approach to distinguish intriguing 

information hubs inXML information where their subtrees 

contain a data set of watchwords. In this paper, we sum up this 

helpful hunt worldview to bolster catchphrase look past the 

customary AND semantics to incorporate both AND as well as 

boolean administrators also. We first break down properties of 

the LCA calculation and propose enhanced calculations to 

take care of the conventional catchphrase seek issue (with just 

AND semantics). We then extend our way to deal with handle 

general catchphrase seek including blends of AND as well as 

boolean administrators. The adequacy of our new calculations 

is shown with an extensive test execution study. 
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3)  Top-k keyword search over probabilistic xml data 

AUTHORS:  J. Li, C. Liu, R. Zhou, and W. Wang 

Regardless of the multiplication of work on XML catchphrase 

question, it stays open to bolster watchword inquiry over 

probabilistic XML information. Contrasted and conventional 

watchword look, it is much more costly to answer a 

catchphrase inquiry over probabilistic XML information 

because of the thought of conceivable world semantics. In this 

paper, we firstly characterize the new issue of concentrating 

on top-k catchphrase look over probabilistic XML 

information, which is to recover k SLCA results with the k 

most astounding probabilities of presence. And after that we 

propose two productive calculations. The principal calculation 

PrStack can discover k SLCA results with the k most 

noteworthy probabilities by examining the applicable 

watchword hubs just once. To assist enhance the effectiveness, 

we propose a second calculation EagerTopK in view of an 

arrangement of pruning properties which can rapidly prune 

unsatisfied SLCA competitors. At long last, we execute the 

two calculations and contrast their execution and examination 

of broad exploratory results. 

4)  Exploiting query reformulations for web search result 

diversification 

AUTHORS:  R. L. T. Santos, C. Macdonald, and I. Ounis 

At the point when a Web client's basic data need is not plainly 

indicated from the starting question, a powerful approach is to 

expand the outcomes recovered for this inquiry. In this paper, 

we present a novel probabilistic structure for Web item 

enhancement, which unequivocally represents the different 

angles related to an underspecified inquiry. Specifically, we 

expand a record positioning by assessing how well a given 

report fulfills each revealed perspective and the degree to 

which diverse angles are fulfilled by the positioning in 

general. We completely assess our system in the setting of the 

differing qualities errand of the TREC 2009 Web track. In 

addition, we abuse inquiry reformulations gave by three 

noteworthy web crawlers (WSEs) as a way to reveal diverse 

question angles. The outcomes bear witness to the viability of 

our structure when contrasted with best in class broadening 

approaches in the writing. Furthermore, by recreating an 

upper-bound inquiry reformulation component from authority 

TREC information, we draw helpful bits of knowledge in 

regards to the adequacy of the question reformulations 

produced by the distinctive WSEs in advancing assorted 

qualities. 

5) Diversifying query results on semi-structured data 

AUTHORS: M. Hasan, A. Mueen, V. J. Tsotras, and E. J. 

Keogh 

Inquiries on the web can undoubtedly bring about countless. 

Result Diversification, a procedure by which the inquiry gives 

the k most various arrangement of matches, empowers the 

client to better comprehend/investigate such substantial 

results. Processing the differing subset from an expansive 

arrangement of results needs countless savvy separation 

calculations and in addition finding the subset that augments 

the aggregate pair-wise separation, which is NP-hard and 

requires productive inexact calculation. The issue turns out to 

be more troublesome while questioning semi-organized 

information, since assorted qualities can happen in the report 

content as well as (and all the more essentially) in the archive 

structure; in this way one needs to productively measure the 

basic contrasts between results. The tree alter separation is the 

standard decision however, is excessively costly for extensive 

result sets. Besides, the summed up tree alter separation 

disregards the connection of the inquiry furthermore the 

substance of the records bringing about poor broadening. We 

show a novel calculation for significant broadening that 

considers both the auxiliary setting of the inquiry and the 

substance of the coordinated results while figuring pair-wise 

separations. Our calculation is a request of size quicker than 

the tree alter separation with a rich most pessimistic scenario 

ensure. We likewise show a novel calculation that finds the 

top-k different subset of matches in time straight on the extent 

of the outcome set. We tentatively exhibit the utility of our 

calculations as a module for standard inquiry processors 

without acquainting substantial mistake and inertness with the 

yield. 

III.   PROPOSED SYSTEM 

Changing over a XML encoded dataset connected with each 

recognized progressive structure, wherein for each 

distinguished various leveled structure said changing over step 

incorporates the further strides of: deciding a hub component 

set for said recognized progressive structure of said XML 

encoded dataset, wherein every hub component in said hub 

component set is a discrete level of said distinguished various 

leveled structure of said dataset; deciding one or more hubs of 

said XML encoded dataset every hub being a case of a hub 

component; assigning to every hub a one of a kind hub 

identifier; and creating a SQL hub table containing one or 

more records, every record relating to a particular one of said 

distributed hub identifiers. By second part of the creation, 

there is given a device to changing over a XML encoded 

dataset into a negligible arrangement of SQL tables, the 

mechanical assembly including:a gadget for distinguishing no 

less than one various leveled structure in the XML encoded 

dataset; anda gadget for changing over a XML encoded 

dataset connected with each recognized progressive structure, 

the gadget 
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MODULES 

 Pre-processing 

 Query Initialization 

 Rewriter 

 DOM Tree Construction 

 Data Region Extraction 

MODULES DESCRIPTION 

Pre-processing 

Information Preparation and sifting steps can take extensive 

measure of handling time. Incorporates cleaning, 

standardization, change, highlight extraction and 

determination and so forth. Breaking down information that 

has not been deliberately screened for such issues can deliver 

deluding results. In this way, the representation and nature of 

information is most importantly before running an 

investigation. 

Query Initialization 

In this module, client needs to give the question for the further 

propose and to get the improved inquiry. Here we consider the 

static tables and data's. The table names and properties are 

prefix, name, sex, dob, addr, city, zip, mailid, ph, date, Age, 

issue, Height,Weight,BP_Before,BP_After. 

Rewriter 

In this module, need to revise the client given question into the 

representation position in view of the determination, venture 

and joint. Taking into account this modifies inquiry just need 

to set up the execution arranges. The determination is spoken 

to by sigma then the projection is spoken to by pi then the 

joint is spoken to by ><. 

DOM Tree Construction 

Get the Input Query Result Page from the User. Given a query 

result page, the DOM Tree Construction module first 

constructs a DOM tree for the page rooted in the <HTML> 

tag. Each node represents a tag in the HTML page and its 

children are tags enclosed inside it. Each internal node n of the 

tag tree has a tag string tsn, which includes the tags of n and 

all tags of n’s descendants, and a tag path tpn, which includes 

the tags from the root to n. 

Data Region Extraction 

The Data Region Extraction module recognizes all 

conceivable information areas, which for the most part contain 

progressively created information, top down beginning from 

the root hub. We first expect that some youngster sub trees of 

the same guardian hub structure comparative information 

records, which amass an information area. Numerous inquiry 

result pages some extra thing that clarifies the information 

records, for example, a suggestion or remark, frequently 

isolates comparable information records. Thus, we propose 

another strategy to handle non-adjoining information locales 

with the goal that it can be connected to more web databases. 

The information district Extraction calculation finds 

information locales in a top-down way. Beginning from the 

foundation of the inquiry result page DOM tree, the 

information area recognizable proof calculation is connected 

to a hub n and recursively to its kids ni, i =1 . . .m. Process the 

closeness simij of every pair of hubs ni and nj, i , j = 1 . . .m 

and i # j, utilizing the hub similitude count strategy. The 

information district distinguishing proof calculation is 

recursively connected to the offspring of ni just on the off 

chance that it doesn't have any comparative kin. Section the 

information district into information records utilizing the 

record division calculation. 
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Fig.1 

Here in this phase, the input table  for the query extraction 

process is obtained by means of the xml data.Then the XML 

data obtained is processed for the further extraction purpose.     

 

 

Fig.2 

Here the tags from the XML data are separated from the other 

data by using the Pre-Process step and then the content of the 

table are displayed in the separate table by the content 

step.Then the XML data are converted into the SQL data by 

the process. 

 

Fig.3 

Here the data that are converted into SQL data are displayed in 

the form database manner.So that the data can be retrieved in 

the effective manner from the table.The user queries are given 
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in order to obtain the required data from the given database. In 

this phase there are two types of methods such as 

i. Data:The data step is mainly used to check whether 

the content that are present in the database table are 

consistent or not. 

ii. Transform:the transform step is used to transform 

the XML data into the SQL data for the query 

extraction.Then by the similar query extraction 

method the data are retrieved from the database. 

 

Fig.4 

Here the content are mainly extracted from the query 

processing .So that the query that are given by the frequently 

used users. So the query are classified according to the 

preference of the user. 

 

Fig.4 

Here the queries that are extracted from the user that get 

processed and the output for the related queries are displayed 

in the final table .These results are mainly  processed from the 

database by the queries that are given the users. 

IV.  CONCLUSION 

While catchphrase question engages customary clients to look 

incomprehensible measure of information, the equivocalness 

of watchword inquiry makes it hard to successfully answer 

watchword inquiries, particularly for short and dubious 

catchphrase questions. To address this testing issue, in this 

paper we propose a methodology that naturally enhances 

XML watchword seek taking into account its diverse settings 

in the XML information. Given a short and dubious 

watchword inquiry and XML information to be sought, we 

first infer catchphrase seek competitors of the question by a 

basic element determination model. And afterward, we outline 

a successful XML catchphrase seek expansion model to gauge 

the nature of every applicant. After that, two proficient 

calculations are proposed to incrementally process top-k 

qualified question applicants as the differentiated inquiry 

goals. Two determination criteria are focused on: the k chose 

question hopefuls are most applicable to the given inquiry 

while they need to cover maximal number of particular results. 

Finally, a far reaching assessment on genuine and engineered 

information sets shows the viability of our proposed 

enhancement model and the productivity of our calculations. 
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