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MRI processing to extract the suspected region more

Abstract— In the process of image coding, images are accurately to obtain the exact detection. In thiscpss, the

processed to retrieve important information’s from a given
sample to achieve the objective of information reteval in image
coding. In the application towards processing of ndical image
data, images are processed for filtration and segméation to
retrieve proper regions for effective region detegon. Towards
this approach, the conventional coding uses medidfiltration
and region based segmentation approach to localizeffective
regions. However, this coding approach is observetb be
erroneous under dynamic conditions, which leads to
misclassification of image data in adaptive mannerTo develop
an approach for improvising the region localization in this
paper an adaptive filtration approach with content based
segmentation model is proposed. The suggestive appoh
observed to be improved for filtration and region bcalization
tested over MRI samples, as compared to the convéonal
segmentation system.

Index Terms— Adaptive coding, MRI segmentation, region
localization.

I. INTRODUCTION

localization of region is to be detected accurasayas the
features could be detected accurately. To develop t
objective, an orientation mapping based on spectral
information is proposed. To extract the regions itmage
sample is pre-processed using spectral median el
region is localized with orientation mapping of thet image.
The process of segmentation for MRI region detectsoin
development from a long time. Various methods are
developed towards representation and localizatioMi&l
image. The past developments of the stated obgctare
presented in following section.

II. LITERATURE SURVEY

To improve the accuracy in such coding, artifigigdlligence
are been incorporated. Towards such coding, ing1]
magnetic resonance spectroscopy (MRS) in the ansessf
brain tumors and grading brain glioma was presentethis
approach a Pathology grading was correlated wittalpadic
ratios for the decision of brain glioma. In [2] aodel was

Automation in medical image processing is in greateapplied to distinguish normal brain tissue from ibra

demand. Due to higher prelim testing cost, and tfakxpert
radiologist, time for such diagnosis is time takingo
overcome this issue, new hybrid methods are inldpugent
to achieve finer objectives of image segmentatiod #s
information retrieval. Due to higher level of obssiion and
large factor of analysis for disease detection,etifor
diagnosis is increasing. As well the accuracy dfictagist
detection is more dependent on the expertizatiorthef
individual. The constraint of resources, manpowertame of
diagnosis, automated systems are to be developadné
various analysis of medical scan information, MR&lgsis
for brain tumor detection is observed to be an npng work.
Automation of brain tumor detection helps in theljpninary
diagnosis, and faster decision making. Wherein raated
systems are having an advantage of time savingndgs) the
accuracy of detection and complexity of coding i &
concern of development. Various researchers aresiiog on
the development of automated brain tumor detedtas®d on
advanced image coding and signal processing tegbsid-or
the extraction of tumor region in MRI image thet fezage is
to be coded for region detection. It is a primajuieement in
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metastases and to identify the primary tumor ofirbra
metastases in 15 independent test images. The opextl
approach, demonstrates that significance of usiagnetic
resonance spectroscopy (MRS) for the diagnosisumiot
information in MRI diagnosis. A report on the new
quality-improvement opportunities as well the ferth
objectives for MRI analysis was outlined [3]. Fbe tcause of
tumor formation and defects observed in such dasgl] a
study for the determination of onset charactesstaring
tumor development was presented. The stage repatisen
of tumor developments leads to the accurate trgiointhe
diagnosis system. In [5], an extensive comparadivalysis
was performed to illustrate the merits and demefitsarious
available techniques for automated diagnosissti ekplores
the applicability of the techniques in brain disardiagnosis
in MR images. [6] presents a review of the existimgthods to
incorporate spatial dependency into the computatién
mutual information (MI).A spatially dependent siarity
measure was introduced, named spatial MI, whielxtisnded
to 3-D brain image registration. This extensioméliates the
artifact for translational and misregistration pss. In [7]
Articles relating to application of ultrahigh fie{tHF) MRI
to brain anatomy and brain tumors with living sultgewere
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presented. Studies were grouped into one of trategories
based on area of focus: “Anatomical Structures I with
Brain Tumors,” “Tumor characterization,” and “Treent
Monitoring.” The process of segmentation using wsited
algorithm was outlined in [8].The method illustmtéhe
ability of watershed segmentation to separate tr@m@nal
tissue from the normal surrounding tissue. To geea
identification of involved and noninvolved area fmalysis
of data to distinguish the involved area more elgi For
the segmentation process, in [9] a graph-baseducart
brain tumor segmentation and a report to diseasdign
registration framework was presented. Both segrtientand
registration problems are modeled using a unifiail wise

Decision Trees, Support Vector Machine, Artificéural
Networks and their Multilayer Perceptron model, &udzy
C-Means. Analyses show that it is very difficult tame a
single data mining algorithm as the most suitabtete brain
tumor detection or classification. In [19], a comgdave study
of transform techniques namely Discrete Cosine Jftam
(DCT), Discrete Wavelet Transform (DWT) each sefmya
combined with the Probabilistic Neural Network (PN
used for the classification of brain tumor is prasd. The
system was defined by three stages for the diagmddirain
tumor. In the first stage, MR image is obtained and
preprocessing is done to remove the noise and ehalpe
image. In the second stage, DCT and DWT is useft&dure

discrete Markov Random Field model on a sparse griktraction .In the third stage, Probabilistic Néudatwork

superimposed to the image domain. Segmentation
addressed based on pattern classification techsiigueile
registration is performed by maximizing the sinithar
between volumes and is modular with respect tartatching
criterion. A substantial methodological framewonkluding
new data analysis method was developed in [10]detrthe
challenge of working with big data. Malignant imagi

wsth Radial Basis Function distinguishes brainsaahnality.
Finally the performance of DCT and DWT in diagnasthe
brain tumor is compared using the parameters sich a
sensitivity rate and precision rate. An approacéfulsfor
enhanced detection of brain tumor using Post -@siog and
Pre-processing steps of Digital image processipgasented

in [20]. Six variant ways of processing an image fioe

phenotypes determined by MRI providing a mean aletection of mass region is applied on to the MiRiges. To
panoramic and noninvasive surveillance of oncogeniorrectly classify the histopathological type ofetd in MRI

pathway activation for patients treatment was presk In
[11], to summarize and compare the methods of aatiom
detection of brain tumor through Magnetic Resondnge
(MRI), different stages of Computer Aided Detect{@#AD)
system was presented. In [12] a method to claasific EEG
signal for detection of primary brain tumor detenti in
combination of multi-wavelet transform and artiicheural
network was presented. Uncertainty in the EEG $igisa
measured by using
observation leads to the process of tumor deteti@sed on
EEG analysis. [13] Describes a Matlab implementatio
detect & extraction of brain tumor from MRI scarages of
the brain. Incorporates with noise removal function
segmentation and morphological operations whichuze
for MRI image coding.To implement and evaluate gnegdic
resonance
(MRI-ABAS) procedure for cortical and sub-cortiogidey
matter areas definition, suitable for dose distidouanalyses
in brain tumor patients undergoing radiotherapy )(RBEs
presented in [14]. The MRI-ABAS procedure congistgrey
matter classification and atlas-based regions aérést

images, a hybrid model of tumor detection is presgnn
[21,22,23], obtaining, about 99.93% of the casesl tis build
the model and in as much as 99.16% of new casdgridat
and benign types of tumor infiltrated in human brare
diagnosed with the help of an MRI scanner. With dliee
images obtained using an MRI scanner, image progess
techniques are utilized to have a clear anatomyrafn
tissues. A hybrid Self Organizing Map (SOM) withz2y K

the Approximate Entropy. ThiMeans (FKM) algorithm is applied, which offers sessful

identification of tumor and good segmentation afstie
regions present inside the tissues of brain. Whengw
developments were made towards atomization of luanor
detection, intelligence logic were proposed follogviNeuro
modeling, fuzzy logic etc. wherein such methods racge
accurate in decision making, the accuracy of thetesy

imaging atlas-based automated segmentatiepend on the processing sample, algorithms beszh fos

representation and approach of classification agesl for
decision making. To give an advantage of higherienl
performance, a effective model of processing, regrtation
and classification is required. The problem of eystoise
during testing, the effect of spatial similar reggoin the

definition was presented. The approach of automatémhage makes it difficult to detect the actual regifor

classification of the proposed approach was owutlimethis
work. In [15]an artificial neural network (ANN) apgach by
Back propagation network (BPNs) and probabilistizinal
network (PNN) was presented. The method is develdpe
classify the type of tumor in MRI images of diffatgpatients
with Astrocytoma type of brain tumor. Image prodegs
techniques have been developed for the detectitumadr in

diagnosis leading to misclassification. This probldegrades
the accuracy of estimation performance and henoanizies
the robustness of the automated processing umitachieve
the objective of proper filtration and segmentatemmew
hybrid model of an adaptive filtration logic wittegion
localization approach is presented. To developstiyggested
approach, in this paper, section 2 outlines the |tasature

the MRI images. The Gray Level Co-occurrence Matrior region segmentation in MRI images. Section litoes the

(GLCM) used for feature extraction is proposed. thernoise
free processing if MRI sample in [16] an Artificifdee
Colony Algorithm that try to abstract the tumor tpasing
Fuzzy C-Means Clustering is proposed. In [18] pnesa
overview of the current research being carriedusing the
data mining techniques for the diagnosis of braindr. Study
to identify the most well performing data miningatithms
used on medical brain MRI and Clinical parameteesew
analyzed. various algorithms were been identifiefingd by,
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suggested system architecture for image procesSeuion 4
outlines the denoising approach to image codingticse 5
outlines the region localization approach for regio
segmentation. The observed experimental resultsulieed
in section 6. Section 7 concludes the suggestetbaplp for
the proposed system.
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With the objective of developing a robust recogmitsystem,
in this work, a focus is made on developing a nkgerithmic
approach for preprocessing, segmentation, andseptation
and classification process. A system architectufrethe
recognition approach for the tumor
classification is developed. A framework with sutjective
was developed in [24]. In reference to the pashéwork
developed, a proposing system architecture for
developing approach isTde\ieIoped as shown in figure

Irainingset of MRI images

SYSTEM OUTLINE

Ltfect definitions

Test Sample

i

Figure 1: Proposing system architecture for thermated Diagnosis system

The suggested architecture constitute of a pregssing,
region localization, feature extraction, mapper alagsifier
unit. In the pre-processing unit the given samglprocessed
for a standard processing size, extracting thel padees and
performing filtration to eliminate noise effectdi@ process of
denoising was observed in various literatures tmiehte
noise effects at preprocessing level. In recentragh
towards denoising of MRI sample at preprocessingiame
filtration was suggested [25]. Wherein median dilion are
effective under a discrete level of noise effentjer dynamic
noise variations the immunity is reduced. Towandgroving
the filtration performance, a intelligence to sditer were
then developed. In [32] the filtration process wahanced
using fuzzification approach. Wherein KFCM approats
introduced for filtration. However in the fuzzifitan process
it was observed that, the filtration process isegoed by the
fuzzy rules. These fuzzy rules are defined basedhen
observations developed over past processing. Asoise
effects are dynamic, these rules would fail unaesewith a
abrupt variation in its effect level. Hence to @i the
objective of robust filtration process in this wpekfocus is
made on developing dynamic filtration process usimybrid
model of median filtration with fuzzy system followg,

dynamic decision processing. The suggestive approa

formulates the noise decision at median filter Hasa a
dynamic framing, with the fuzzy rule adapting withe
derived variance values based on adaptive medtaatitin.
In the second stage of the processing, the prodassaple is
then processed for region localization and segrtienta
Wherein most methods were developed for segmentafio
regions from a given MRI sample, les focus is madédts
localization. Localization of the mass elementshie MRI
sample could minimize the overhead coming for pseirey
the whole sample. With this objective a simpler bogr
robust approach of mass localization in MRI samgdiang
recursive Morphological approach with its fusion
suggested. In the approach of segmenting such megio
walker based approach was suggested in [26]. Tk |
present a simpler approach of region segmentatian
boundary region tracking. In this approach the aaphes of
walker approach with a region localization will tbeveloped.
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The approach of segmentation will then be decidextd on,
the mass density observation, to extract the reduiegion of
interest.

IV. DENOISINGAPPROACH

detection anth the development of image coding for medical pesing,

new devices for image capturing and processingd) fiiter
and high quality images were developed. Images ewnhil

tretorage or capturing for such application, is obsérto be

constraint with noise effect. Hence, such systems a
erroneous in processing, when coding for segmemntafrior

to segmentation, hence filtrations were applied tle
pre-processing level to achieve the filtration apien.

A. Conventional Median filtration

Among different approach of filtration, in this iomedian
filter based filtration approach is been suggestedmage
filtration. Due a simpler approach of filtrationigkcoding is
considered. Median filtering approach is partidyladapted
for suppressing impulsive noise. It has been shdvat
median filters have the advantage to remove noiffout
blurring edges, as are the nonlinear operatorss alasge
filters and output from one of the original graylues. The
extension of the concept of median filtering ofczdmages is
not trivial. The main difficulty in defining a raedilter color
image is that there is no "natural" and unambiguonaer
data. In recent years, various methods have begoged for
use median filters in color medical image proceassin
Whatever the method of vector filtering, the chadle is to
detect and replace noisy pixels that relevant imédron is
retained. But it is recognized that in some mordioa image
processing filters vector blur the edges and fietits of the
image. Generally impulse noise pollution medicabges
during data acquisition camera sensors and trasgmisn
the communication channel. The simplest smoothing
algorithm IS the median filter. The average filivatis a
simple, intuitive and easy method to implement stiiog
medical imaging that is,reducing the amount of risity
variation between two pixels. It is often useddduce noise
in medical imaging. The idea of filtering mediarsimply to
replace each pixel value in an image with the nwedure of its
neighbors, including himself. This has the effect o
gliminating the pixel values that are representativ their
environment. The average value is defined by,

=— (T, T, x ) ()

e X

M,

Where, m, n are the row and column of the imageé;-an

corresponds to the pixel value of'ijosition pixel value.
Median filtration technique is observed to be lowar
preserving the edges in images. To improve thigdiion in
this paper, a technique of filtration based on spémedian
filtration is suggested. The median filter is oftased to
remove noise from images or other medical signate
median filtering is a preprocessing step in imagE@ssing.

It is particularly useful to reduce speckle noised ssalt
S&pepper noise. Its edge nature preserve makesefulum
cases where fuzziness edge is undesirable. Howewase of
dynamic condition where noise are variant with time
\selection of filtration block and defining filtrath parameter
is difficult. Hence, to improve the coding, in thpsper an
adaptive spectral median filter is suggested.
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B. Proposed adaptive spectral filtration approach

The adaptive spectral median filter is the MSE-ogti
stationary linear filter for images degraded byitide noise
and blurring. Calculation of the adaptive spectiitter

Adaptive spectral filters is applied in the freqogmomain.

Given a degraded image x (n,m), one takes the &iscr

Fourier Transform (DFT) to obtain X( u,v). The dnal
image spectrum is estimated by taking the prodfii(o,v)
with the median filter G ( u,v):

S, v) = 6w, v) X (u, v)
The inverse DFT is then used to obtain the imagenate
from its spectrum. The medianfilter is definedemas of their
spectra:

H{u, v)=Fourier Transform of point spread function (PSF)

F.{u.v}=power spectrum of signal process
E.(u.v)=power spectrum of noise process
The median filter is:

P
Glu, vl =

oy |28l e) + B 1)

(L) Py (1) 3)

—OCTOBER 2016 (SPECIAL ISSUE).

used to obtain mask equation and then calculatththehold
value for each pixel in the 3 resolution. Basicathe dynamic
thresholding method obtains different target thotdlvalues
for different resolution images. Each resolutiomponent

resolutione,is then compared withto obtain a binary image

requires the assumption that the signal and nomzepses are (€).The threshold is determlned by,
second-order stationary (in the random process eyens T = Ll 4

(6)
Where,

s(i,j) =max (lg, == e, (. )] lg; #==e. (L. )
and,

g =[-101].g, =[-101]"

(2) Using Equation- 5threshold ‘T’ can then be compated the

test imaged) is given by,
(233.if e, (i -l =T

0, otherwise

L 1

A. Orientation region coding

()

(5 il =
E'\;._,l_. =

To eliminate the miss classification Impact undiiniy, a
inter resolution correlation error for a set of geabrientation
is considered. Considering a set of k orientat{@, for the

D|V|d|ng through by"’ makes its behavior easier to eXplaIn g|Ven |mage Of i=1to M generated by Onent'ng m'mage in

1 ey e

6w} = - -.. (0]

+ B () B L)

"’ I

The term
reciprocal of the signal-to-noise ratio. Where #ignal is

very strong relative to the noise © 0 and the medianfilter \where, Gis the resolution for a particular orientation, $\ i

Hm' v) can be interpreted as the

(4) 8 distinct directions,

DE' l:_..:'.' :'I = :D ':_..:‘-' N :'I. DE' ':_..:‘-' N

becomes ~*(x, v- the inverse fllter for the PSE. Where theumber of orientations and M are the dataset samfjle

signal is very Weak— = zandGlu.v) — 0.

For the case of add|t|ve white noise and no blgerithe
adaptive spectral medianfilter simplifies to:

- -\ LRETREY
Glu,vl =

Pl +o

Wherezis the noise variance. These noise variance is usgd, ... (i1 are considered as feature element. However this

for the filtration by masking the value to the limialue be
coding over a block of processing image. To thisaiked
sample, then a segmentation approach is definetufoor
detection as outlined below.

V. REGIONLOCALIZATION

To detect the region of interest in the given imaggion
localization is developed. The approach, extraet ttmor
regions, a logical ANDing operation over obtainddhe
orientations were carried out, where each oriemtatis
transformed to a bi-level logic using global thralsiing as
illustrated. Thresholding is a simple technique forage
segmentation. It distinguishes the image regiorsb@ects or
the background. Although the detected regions ansisting

of tumor regions and non-tumor regions in everyailet Where, wir} = [wg (k). wylk) s wy

component resolution, they can distinguish duéedact that
the intensity of the tumor regions is higher thhattof the
non-tumor regions. Thus, an appropriate threshald loe
selected to preliminarily remove the non-tumor oegiin the
resolution component sub-bands. A dynamic threshgl
value is calculated as the target threshold valuehe target
threshold value is obtained by performing an eguadh each
pixel with its neighboring pixels. Two mask operatare
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evaluate the noise effect in the orientations jentation error
is computed defined by,
e oK) = 0. (k) — 0., (K]

9)

(5) This error defines the difference in the two orétion

component, and the orientation errors with loweluea

error when observed over a period of orientatioseobation
deviates a large and could be effective due toenefect.

Hence in such coding the intersection orientatiaulel be

made concentric with noise parameter. To elimirtis

problem, and to improve the pixel selection moreuaately,

a orientation selection computed over a series

morphologied spectral orientation is computed. his t
suggested approach, rather to taking the wholedriam

from single orientation information, a selection tfe

resolutionbins is made. To derive the resolutidact®n, the
resolution bins are initially normalized using adam weight
factor.

Gi(k) = Q(kw(k) (10)

_:(k)]" are the

allocated Welght factor for each frame.The estichateor is
then defined as;

g k) =0, (k) — 0:(k)w(k) (11)

of

The error is recursively been computed over thaltot

orientations (i=1....N), and the initial error is oeded as
#; - mir A Weight factor is then updated as,
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Ps's's':':s':(':{:l (12)

wik + 1) = wlk) + u XI5

Where p is the updation step size, with an errafatipn

factor. The objective of this computation is toesglthe bins
satisfying themin (e; ;(k}) condition. To optimize the
recursion overhead, a joint adjacent weight difieee is

computed defined by,

i . .
wik) =w® —w(k)

(13)

Where,w* is the initial weight issued.The weight updatien i
then defined as,

_ _|'..! E ;:-.'=—:1 .;.,-_

Wl + 1) = wik)

B. Logical And Operation

The logical AND operation is then carried on thieeds
(vertical, horizontal and diagonal) of regions afte
morphological operation to isolate the tumor datanf the
scaled image. The operator Performs Logical ANDrajen
element by element for the three images and rethdtéinal

ANDed Image. The Morphologically operated image ehav

higher uniformity at tumor regions compared to ¢iaphic
region which results in elimination of the graptegion when
ANDed.

VI.

This section illustrates the performance evaluatioh
proposed approach. To test the proposed approacious
MRI images were used. For each and every MRI im#ge,
proposed approach tends to segment the regionexalt
tumor and also with effective noise filtration. ThéRI
samples with tumor used for testing are shownguaré 2.

EXPERIMENTAL RESULTS

Figure.2. MRI test images
Original test MRI image

Figure.3. original test MRI image

Figure.3 represents the original MRI image usedédsting.
In the above figure, a tumor is observed at theefawgion of
the image. This image is processed for the
segmentation.
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Figure.4. contour plot of teént Mgl ir;zagaen mn
Figure.4 represents the contour plot of test MRidm In the

above figure, each colour represnets one contoumade.

Thus, the regions with tumor is also shown in aipalar

color to highligh the paert. The highlighted partenoted as

tumor.

180,

100 4.+

00

Figure.5. Power spectral density of MRI test image

Figure. 5 show the power spectral density ploheftest MRI
image. The peak at the center of image shows thieehi
power spectral density value of the image. Here, RISD
gives details about the spectral features of intags, the
pixel at which there is a more noise existence belltraced
out and that particular region will be thresholdiesbugh the
proposed approach. This increase the quality ofjéna

Figure.6. Extracted region

Figure.6 shows the final extracted region in whightumor is
existing. The above figure also shows the regioth \wiear
edges.

Original test MRI image

Figure.7. original test MRI image
Figure.7 represents the original MRI image usedédsting.
In the above figure, a tumor is observed at théergrart of

regiamage. Now this image is processed for the region

segmentation.
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0w ® 8
Figure.8. contour plot of test MRl image
Figure.8 represents the contour plot of test MRigm In the
above figure, each colour represnets one contoumadge.
Thus, the regions with tumor is also shown in aipalar
color to highligh the paert. The highlighted partienoted as
tumor.

120 .-

0 o
Figure.9. Power spectral density of MRI test image
Figure. 9 show the power spectral density plothef test

MRl image. The peak at the center of image showitdphest
power spectral density value of the image. Here, RISD
gives details about the spectral features of inthgs, the
pixel at which there is a more noise existence bélltraced
out and that particular region will be thresholdiesbugh the
proposed approach.

Figure.10. Extracted region

Figure.10 shows the final extracted region in whiehtumor
is existing. The above figure also shows the regiith clear
edges.

Original test MRI image

Figure.11. original test MRI image
Figure.11 represents the original MRI image useddsting.
In the above figure, a tumor is observed at theeupart of

Figure.12. contour plot of test MRI image
Figure.12 represents the contour plot of test MRade. In
the above figure, each colour represnets one coafamage.
Thus, the regions with tumor is also shown in aipalar
color to highligh the paert. The highlighted partienoted as
tumor.

180+

100 <

Figure.13. Power spectral density of MRI test image

Figure.13 show the power spectral density plothef test
MRl image. The peak at the center of image shoeitdfhest
power spectral density value of the image. Here, RISD
gives details about the spectral features of intags, the
pixel at which there is a more noise existence belltraced
out and that particular region will be thresholdiesbugh the
proposed approach. This increase the quality ofjéna

Figure.14. Extracted region

Figure.14 shows the final extracted region in whitdhtumor
is existing. The above figure also shows the regiith clear
edges.

To verify the performance of proposed approach undese
variations, Peak Signal to Noise Ratio (PSNR) islwated.
Peak signal-to-noise ratio, defined as a ratio betwthe

maximum possible power of a signal and the power of

corrupting noise that affects the fidelity of iepresentation.
PSNR is usually expressed in terms of the logaitttacibel

scale. Peak signal to noise ratio is used to etathe quality
of image after segmentation process.

The mathematical representationﬁof PSNR is asvistio
‘pezk ] (15)

- i
PENR(ABY =101 {
PSNR(dE) = 10logy, \arer S

Wherel ds the peak values of the input image and

MSE is the mean square error between original and

image. Now this image is processed for the regiogegmented image. MSE measures the average ofitheesof

segmentation.
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the error. The error is the amount by which themesor
differs from the quantity to be estimated

MSE = __,;—__\_E( f—f)? (16)

Wheref is original image an is the segmented image.
For all the above tested samples the PSNR is eealwssing
the expression shown in (15) and the obtained saluneler
different noise variations both for conventionatl gmoposed
approaches is shown in the following table.

TABLE.1 PSNROBSERVED

Approach PSNR
S1 S2 S3
Median filter 48.69 48.56 48.24
Spectral median filter 51.74 51.88 51.96
Orientation mapping 52.32 52.14 52.84

PSNR

60

50

40

30

20

- Median Filter
[ spectral Median Filter
I Orientation mapping

10

o [
Sample 2

Sample 3

Sample 1

Figure.15 PSNR plot

The above figure illustrates the comparative aislgé the
proposed approach with conventional approaches with
respect to PSNR. As the proposed approach elinsirthie
noise present in the MRI image, the proposed apgproa
achieves better PSNR compared to conventional émem
the above it is clear that for the proposed approdce
obtained PSNR is high for all test cases.

VII. CONCLUSION

In this paper an image filtration and segmentagipproach is
suggested. The approach of image filtration usidgptive
approach of median coding based on dynamic fittrais
proposed. The spectral parameter of the given image
considered as the reference parameter to deritratifin
coefficient, in contrast to a specified filtratias in median |47
filter. The approach of segmentation is definededasn a
simplified orientation logic and logical Anding apdéon,

defined by a optimal weight parameter used for rerrg,

minimization in region localization. The approadefines
the selection of pixels which are affine to rotatb effect,
hence the captured image are over come for affidenaise
effect.
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