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Abstract— The stock market domain is a dynamic and 
unpredictable environment. Stock market is seen as an 
everyday part of life in any economy is it developed or third 
world countries. As the world is gradually moving to the 
information age which a major characteristic of this age is 
speed; speed in sending messages, speed in healthcare delivery, 
speed in banking, there is a need for investors to be able to 
monitor their investments with speed. Traditional techniques, 
such as fundamental and technical analysis can provide 
investors with some tools for managing their stocks and 
predicting their prices. However, these techniques cannot 
discover all the possible relations between stocks and thus there 
is a need for a different approach that will provide a deeper 
kind of analysis. In this work, we introduce stock market 
updater and monitoring system which is an application for 
monitoring the activities that go on in the stock market. It 
tracks stock market activities as well as using the data that has 
been pooled to calculate the values of stock in an investor’s 
portfolio all in real-time. It is hoped that this will help new 
investors in monitoring their investments firsthand without 
need for their brokers. Data mining can be used extensively in 
the financial markets and help in stock-price forecasting. 
 
Index Terms- Stock; stock market; stock monitoring; portfolio 
 

I. INTRODUCTION 
The The initial offering of stocks and bonds to investors is 
done in the primary market and subsequent trading is done in 
the secondary market. A stock exchange is often the most 
important component of a stock market. Supply and demand 
in stock markets is driven by various factors that, as in all free 
markets, affect the price of stocks. The stock exchange helps 
companies generate capital. As a primary market, it provides 
an avenue for them to sell new shares and bonds to investors. 
The companies can then use the proceeds from these sales to 
expand their businesses, develop new products, buy new 
equipment etc. Nwaiwu (2004) says that the stock market 
also provides a means for investors to trade in the shares of 
companies they own among themselves. In other words, it 
serves as a secondary market. For example, a person who 
 

 

bought the shares of a company at a particular price may sell 
it to another investor. The investors are the ones who profit 
from this type of trade – companies do not. The stock 
exchange also has the function of upholding rules and 
regulations so that shady people do not cheat investors of 
their hard earned money. It gives investors security. There is 
usually no compulsion to issue stock via the stock exchange 
itself, nor must stock be subsequently traded on the exchange. 
Such trading is said to be off exchange or over- the-counter. 
This is the usual way that derivatives and bonds are traded. 
Increasingly, stock exchanges are part of a global market for 
securities.  
Nyong (1997) said that the stock market is viewed as a 
complex institution imbued with inherent mechanism 
through which long-term funds of the major sectors of the 
economy comprising households, firms, and government are 
mobilized, harnessed and made available to various sectors 
of the economy. The rate at which the values of stocks and 
bonds for stocks rise and fall can be very hard to follow for 
various investors which can lead to the loss of valuable 
money that can be made through either the sale or buying of 
shares. While only stock brokers are allowed to trade, it is the 
investors that tell them what to trade with therefore if the 
investors do not know. To buy and to sell then it can be hard 
for them to make money in the stock exchange. In summary 
the problem is the inability of shareholders to see and 
understand the rise and fall stocks and share prices as it 
relates to their various investments. The aim of this paper is 
to develop a prototype of an application that is able to 
monitor the trading floor of the Stock Exchange as well as the 
stocks and shares in an investor’s portfolio. 
 

II. PROPOSED SYSTEM 

The rationale behind mining frequent item sets is that only 
item sets with high frequency are of interest to users. 
However, the practical usefulness of frequent item sets is 
limited by the significance of the discovered item sets. A 
frequent item set only reflects the statistical correlation 
between items, and it does not reflect the semantic 
significance of the items. In this paper, we propose a utility 
based item set mining approach to overcome this limitation. 
The proposed approach permits users to quantify their 
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preferences concerning the usefulness of item sets using 
utility values. The usefulness of an item set is characterized 
as a utility constraint. That is, an item set is interesting to the 
user only if it satisfies a given utility constraint. We show that 
the pruning strategies used in previous item set mining 
approaches cannot be applied to utility constraints. In 
response, we identify several mathematical properties of 
utility constraints. Then, two novel pruning strategies are 
designed. Two algorithms for utility based item set mining 
are developed by incorporating these pruning strategies. The 
algorithms are evaluated by applying them to synthetic and 
real world databases. Experimental results show that the 
proposed algorithms are effective on the databases tested.    

III. PROCESS MODELS 
3.1 Waterfall Model 
The Waterfall Model was the first Process Model to be 
introduced. It is also referred to as a linear-sequential life 
cycle model. It is very simple to understand and use. In a 
waterfall model, each phase must be completed before the 
next phase can begin and there is no overlapping in the 
phases. The Waterfall model is the earliest SDLC approach 
that was used for software development. The waterfall Model 
illustrates the software development process in a linear 
sequential flow. This means that any phase in the 
development process begins only if the previous phase is 
complete. In this waterfall model, the phases do not overlap. 
3.1.1 Waterfall Model - Design 
Waterfall approach was first SDLC Model to be used widely 
in Software Engineering to ensure success of the project. In 
"The Waterfall" approach, the whole process of software 
development is divided into separate phases. In this Waterfall 
model, typically, the outcome of one phase acts as the input 
for the next phase sequentially. 
The following illustration is a representation of the different 
phases of the Waterfall Model. 

Figure 1: The sequential phases in waterfall model 
3.2 Phases in Waterfall model 
Requirement Gathering and analysis − All possible 
requirements of the system to be developed are captured in 
this phase and documented in a requirement specification 
document. 
System Design − The requirement specifications from first 
phase are studied in this phase and the system design is 
prepared. This system design helps in specifying hardware 
and system requirements and helps in defining the overall 
system architecture. 
Implementation − With inputs from the system design, the 
system is first developed in small programs called units, 

which are integrated in the next phase. Each unit is developed 
and tested for its functionality, which is referred to as Unit 
Testing. Integration and Testing − All the units developed in 
the implementation phase are integrated into a system after 
testing of each unit. Post integration the entire system is 
tested for any faults and failures. 
Deployment of system − Once the functional and non- 
functional testing is done; the product is deployed in the 
customer environment or released into the market. 
Maintenance − There are some issues which come up in the 
client environment. To fix those issues, patches are released. 
Also to enhance the product some better versions are 
released. Maintenance is done to deliver these changes in the 
customer environment. 

 
IV. SOFTWARE ENVIRONMENT 

4.1. JAVA TECHNOLOGY 

The following Java technology lets developers, designers, 
and business partners develop and deliver a consistent user 
experience, with one environment for applications on 
mobile and embedded devices. Java meshes the power of a 
rich stack with the ability to deliver customized 
experiences across such devices. Java APIs are libraries of 
compiled code that you can use in your programs. They let 
you add ready-made and customizable functionality to save 
you programming time. Java programs are run (or 
interpreted) by another program called the Java Virtual 
Machine. Rather than running directly on the native 
operating system, the program is interpreted by the Java 
VM for the native operating system. This means that any 
computer system with the Java VM installed can run Java 
programs regardless of the computer system on which the 
applications were originally developed. In the Java 
programming language, all source code is first written in 
plain text files ending with the .java extension. Those 
source files are then compiled into .class files by the java 
compiler. A .class file does not contain code that is native 
to your processor; it instead contains bytecodes — the 
machine language of the Java Virtual Machine (Java VM). 
The java launcher tool then runs your application with an 
instance of the Java Virtual Machine. Because the Java VM 
is available on many different operating systems, the same 
.class files are capable of running on Microsoft Windows, 
the Solaris TM Operating System (Solaris OS), Linux, or 
Mac OS. Java technology is both a programming language 
and a platform. The Java Programming Language: The Java 
programming language is a high-level language that can be 
characterized by all of the following buzzwords: 

• Simple 

• Object oriented  

• Distributed  

• Multithreaded  

• Dynamic  

• Architecture neutral  
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• Portable 

 • High performance 

• Robust  

• Secure 

Each of the preceding buzzwords is explained in The Java 
Language Environment, a white paper written by James 
Gosling and Henry Milton. In the Java programming 
language, all source code is first written in plain text files 
ending with the .java extension. Those source files  are  
then  compiled  into .class files by the java compiler. A 
.class file does not contain code that is native to your 
processor; it instead contains bytecodes— the machine 
language of the Java Virtual Machine1 (Java VM). The 
java launcher tool then runs your application with an 
instance of the Java Virtual Machine. 

4.2  AN OVERVIEW OF THE SOFTWARE 
DEVELOPMENT PROCESS 

Because the Java VM is available on many different 
operating systems, the same .class files are capable of 
running on Microsoft Windows, the Solaris™ Operating 
System (Solaris OS), Linux, or Mac OS. Some virtual 
machines, such as the Java Hotspot virtual machine, 
perform additional steps at runtime to give your application 
a performance boost. This include various tasks such as 
finding performance bottlenecks and recompiling (to native 
code) frequently used sections of code 

  

Figure 2: Java Virtual machine 

Through the Java VM, the same application is capable of 
running on multiple platforms. 

4.3. HTML 

HTML, an initialize of Hypertext Markup Language, is the 
predominant markup language for web pages. It provides 
ameans to describe the structure of text-based information 
in a document — by denoting certain text as headings, 
paragraphs, lists, and so on — and to supplement that text 
with interactive forms, embedded images, and other 
objects. HTML is written in the form of labels (known as 
tags), surrounded by angle brackets. HTML can also 
describe, to some degree, the appearance and semantics of a 

document, and can include embedded scripting language 
code which can affect the behavior of web browsers and 
other HTML processors. HTML is also often used to refer 
to content of the MIME type text/html or even more 
broadly as a generic term for HTML whether in its 
XML-descended form (such as XHTML 1.0 and later) or its 
form descended directly from SGML 

Hyper Text Markup Language: 

Hypertext Markup Language (HTML), the languages of the 
World Wide Web (WWW), allows users to produces Web 
pages that include text, graphics and pointer to other Web 
pages (Hyperlinks). HTML is not a programming language 
but it is an application of ISO Standard 8879, SGML 
(Standard Generalized Markup Language), but specialized 
to hypertext and adapted to the Web. The idea behind 
Hypertext is that instead of reading text in rigid linear 
structure, we can easily jump from one point to another 
point. We can navigate through the information based on 
our interest and preference. A markup language is simply a 
series of elements, each delimited with special characters 
that define how text or other items enclosed within the 
elements should be displayed. Hyperlinks are underlined or 
emphasized works that load to other documents or some 
portions of the same document. HTML can be used to 
display any type of document on the host computer, which 
can be geographically at a different location. It is a versatile 
language and can be used on any platform or desktop. 
HTML provides tags (special codes) to make the document 
look attractive. HTML tags are not case- sensitive. Using 
graphics, fonts, different sizes, color, etc., can enhance the 
presentation of the document. Anything that is not a tag is 
part of the document itself. 

4.4 JAVA SCRIPT 

Java script is a general purpose, prototype based, object 
oriented scripting language developed jointly by sun and 
Netscape and is meant for the WWW. It is designed to be 
embedded in diverse applications and systems, without 
consuming much memory. Java script borrows most of its 
syntax from java but also inherits from ask and Perl, with 
some indirect influence from self in its object prototype 
system. Java scripts dynamically typed that is programs do 
not declare variable types, and the type of variable is 
unrestricted and can change at run time. Source can be 
generated at run time and evaluated against an arbitrary 
scope. Typical implementations compile by translating 
source into a specified byte code format, to check syntax 
and source consistency. Note that the availability to 
generate and interpret programs at runtime implies the 
presence of a compiler at runtime. Java script is a high level 
scripting language that does not depend on or expose 
particular machine representations or operating system 
services. It provides automatic storage management, 
typically using a garbage collector 

4.5. JAVA SERVER PAGES (JSP) 

Java server Pages is a simple, yet powerful technology for 
creating and maintaining dynamic content web pages. 
Based on the Java programming language, Java Server 
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Pages offers proven portability, open standards, and a 
mature re-usable component model. The Java Server Pages 
architecture enables the separation of content generation 
from content presentation. This separation not eases 
maintenance headaches; it also allows web team members 
to focus on their areas of expertise. 

 

       V.  SYSTEM DESIGN 
 

                   INPUT DESIGN 
 

               The input design is the link between the information system 
and the user. It comprises the developing specification and 
procedures for data preparation and those steps are 
necessary to put transaction data in to a usable form for 
processing can be achieved by inspecting the computer to 
read data from a written or printed document or it can occur 
by having people keying the data directly into the system. 
The design of input focuses on controlling the amount of 
input required, controlling the errors, avoiding delay, 
avoiding extra steps and keeping the process simple. The 
input is designed in such a way so that it provides security 
and ease of use with retaining the privacy. Input Design 
considered the following things: What data should be given 
as input? How the data should be arranged or coded? The 
dialog to guide the operating personnel in providing input. 
Methods for preparing input validations and steps to follow 
when error occur. 
 
 OBJECTIVES 

                Input Design is the process of converting a user-oriented 
description of the input into a computer-based system. 
This design is important to avoid errors in the data input 
process and show the correct direction to the management 
for getting correct information from the computerized 
system. It is achieved by creating user-friendly screens for 
the data entry to handle large volume of data. The goal of 
designing input is to make data entry easier and to be free 
from errors. The data entry screen is designed in such a 
way that all the data manipulates can be performed. It also 
provides record viewing facilities. When the data is 
entered it will check for its validity. Data can be entered 
with the help of screens. Appropriate messages are 
provided as when needed so that the user will not be in 
maize of instant. Thus the objective of input design is to 
create an input layout that is easy to follow. 

 
 OUTPUT DESIGN 

                A quality output is one, which meets the requirements of 
the end user and presents the information clearly. In any 
system results of processing are communicated to the 
users and to other system through outputs. In output 
design it is determined how the information is to be 
displaced for immediate need and also the hard copy 
output. It is the most important and direct source 
information to the user. Efficient and intelligent output 
design improves the system’s relationship to help user 
decision- making. Designing computer output should 
proceed in an organized, well thought out manner; the 
right output must be developed while ensuring that each 
output element is designed so that people will find the 

system can use easily and effectively. When analysis 
design computer output, they should Identify the specific 
output that is needed to meet the requirements. Select 
methods for presentin g information. 

                Create document, report, or other formats that contain 
information produced by the system. The output form of 
an information system should accomplish one or more of 
the following objectives. Convey information about past 
activities, current status or projections of the Future. 
Signal important events, opportunities, problems, or 
warnings. Trigger an action. Confirm an action. 

 
          VI. IMPLEMENTATION AND TESTING 

 
 6.1MODULE DESCRIPTION:  

Number of Modules After careful analysis the system has 
been identified to have the following modules: 

• Stock Trading Module. 
• Temporal Data Mining Module. 
• Time series Module. 
• Principle of Apriority Algorithm Module 

  6.1.1. Stock Trading Module: 
The main function of a stock market is the dealings of 
stock between investors. Stocks are grouped into industry 
groups according to their primary business focus. A 
transaction is willing of an investor to sell some stock is 
not only characterized by its price but also buy many 
others variables. There is an interaction among all these 
variables and only s deep study could show the behavior of 
a stock over time. 

  6.1.2. Temporal Data Mining Module: 
               Temporal data mining Is a single step in the process of 

Knowledge Discovery in Temporal Databases that 
enumerates structures (temporal patterns or models) over 
the temporal data. Examples of temporal data mining 
tasks are classification and clustering of time series, 
discovery of temporal patterns or trends in the data, 
associations of events over time, similarity- based time 
series retrieval, time series indexing and segmentation. In 
the stock market domain, temporal data mining could 
indeed play an essential role. 

    6.1.3.Time Series Module: 
   A Time Series is an ordered sequence of data points. 

Typically, it's measured at successive times spaced at 
uniform time intervals. A huge amount of data is 
collected every day in the form of event time sequences. 
Common examples are recording of different values of 
stock shares during a day, each access to a computer by 
an external network, bank transactions, or events related 
to malfunctions in an industrial plant. These sequences 
represent valuable sources of information not only to 
search for a particular value or event at a specific time, 
but also to analyze the frequency of certain events, 
discover their regularity, or discover set of events related 
by particular temporal relationships. These types of 
analyses can be very useful for deriving implicit 
information from the raw data, and for predicting the 
future behavior of the process that we are monitoring. 

    6.1.4. Principle of Apriority Algorithm Module: 
  One of the most common approaches to mining frequent 

patterns is the apriority method and when a transactional 
database represented as a set of sequences of transactions 
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performed by one entity is used, the manipulation of 
temporal sequences requires that some adaptations be 
made to the apriority algorithm. The most important 
modification is on the notion of support: support is now 
the fraction of entities, which had consumed the item sets 
in any of their possible transaction, i.e. an entity could 
only contribute one time to increment the support of each 
item set, beside it could had consumed that item set 
several times. After identifying the large item sets, the 
item sets with support greater than the minimum support 
allowed, they are translated to an integer, and each 
sequence is transformed in a new sequence, whose 
elements are the large item sets of the previous-one. The 
next step is to find the large sequences. For achieve this, 
the algorithm acts iteratively as apriority: first it 
generates the candidate sequences and then it chooses the 
large sequences from the candidate ones, until there are 
no candidates. One of the costliest operations in 
apriority- based approaches is the candidate generation. 

   6.2 TESTING 
   6.2.1 Testing Methodologies 

  Testing is the process of finding differences between the 
expected behavior specified by system models and the 
observed behavior implemented system. From modeling 
point of view, testing is the attempt of falsification of the 
system with respect to the system models. The goal of 
testing is to design tests that exercise defects in the 
system and to reveal problems. The process of executing 
a program with intent of finding errors is called testing. 
During testing, the program to be tested is executed with 
a set of test cases, and the output of the program for the 
test cases is evaluated to determine if the program is 
performing as expected. Testing forms the first step in 
determining the errors in the program. The success of 
testing in revealing errors in program depends critically 
on test cases. 

   6.2.2 Strategic Approach to Software Testing 
  The software engineering process can be viewed as a 

spiral. Initially system engineering defines the role of 
software and leads to software requirements analysis 
where the information domain, functions, behavior, 
performance, constraints and validation criteria for 
software are established. moving inward along the spiral, 
we come to design and finally to coding. To develop 
computer software, we spiral in along streamlines that 
decreases the level of abstraction on each item. A 
Strategy for software testing may also be viewed in the 
context of the spiral. Unit testing begins at the vertex of 
the spiral and concentrates on each unit of the software as 
implemented in source code. Testing will progress by 
moving outward along the spiral to integration testing, 
where the focus on the design and the concentration of 
the software architecture. Talking another turn on 
outward on the spiral we encounter validation testing 
where requirements established as part of software 
requirements analysis are validated against the software 
that has been constructed. Finally, we arrive at system 
testing, where the software and other system elements are 
tested as a whole. 

   6.3 Testing Activities: 
    Different levels of testing are used in the testing process; 

each level of testing aims to test different aspects of the 

system. the basic levels are: Unit testing Integration 
testing System testing Acceptance testing 

   6.4. Test Plan 
  Testing process starts with a test plan. This plan 

identifies all the testing related activities that must be 
performed and specifies the schedules, allocates the 
resources, and specified guidelines for testing. During 
the testing of the unit the specified test cases are executed 
and the actual result compared with expected output. The 
final output of the testing phase is the test report and the 
error report. 

6.5. Test Data 
 Here all test cases that are used for the system testing are 

specified. The goal is to test the different functional 
requirements specified in Software Requirements 
Specifications (SRS) document. 
6.6. Unit Testing 
Each individual module has been tested against the 
requirement with some test data. 
6.7. Test Report 

 The module is working properly provided the user has to 
enter information. All data entry forms have tested with 
specified test cases and all data entry forms are working 
properly. 
6.8. Error Report 

 If the user does not enter data in specified order then the 
user will be prompted with error messages. Error handling 
was done to handle the expected and unexpected errors. 
6.9. Test cases 
A Test case is a set of input data and expected results that 
exercises a component with the purpose of causing failure 
and detecting faults. test case is an explicit set of 
instructions designed to detect a particular class of defect in 
a software system, by bringing about a failure. A Test case 
can give rise to many tests. 
Test Cases 

 Test cases can be divided in to two types. First one is 
Positive test cases and second one is negative test cases. In 
positive test cases are conducted by the developer intention 
is to get the output. In negative test cases are conducted by 
the developer intention is to don’t get the output. 

+VE TEST CASES 
 
  
-VE TEST CASES 
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VII. SCREENS 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 3: Home Page 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 4: Admin page 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 5: Add company 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 

Figure 6: Stock details 
  
 
  
 

 
 
 

Figure 7: User registration page 
  

 
 

Figure 8: User page 
 
 

 

Figure 9: Stock Details 



 
International Journal of Emerging Technology in Computer Science & Electronics (IJETCSE) 

ISSN: 0976-1353 Volume 28 Issue 5 – MAY 2021. 
 

60 

 

Figure 10: Add stock 

 
 

Figure 11: Transaction history 
 

                      VIII.CONCLUSION 
  

 The importance of a stock market to the economy cannot be 
over emphasized. It is a channel of success for a new or 
existing business and for any personal investor. Therefore, 
the success of any company is usually tied to its performance 
in the stock exchange which also means the success of 
everyone who has invested in that company. The concept of 
investing therefore cannot be overlooked because if there is 
an increase in the value of a company there is most definitely 
from the company or an increase in the dividends for an 
individual investor that can be reaped from the sale of its 
shares. Investing that can be defined as using money to 
participate in a business venture via the purchase of stocks 
and bonds in the business gives rise to stock monitoring as an 
investor has to know the progress of the stocks and bonds in 
the market. It stands to give the investor the chance to see 
how each stock progress instead of leaving it to his or her 
broker. It also helps if the investor does not have to look for 
dailies. This is what has brought forth the need for an 
efficient stock monitoring system to see how it progresses so 
that with the internet each change in stock value can be 
viewed as it happens in real time. The aim of this project was 
to design a prototype for a system that can monitor an 
individual investor’s stock and also give him a general detail 
of the stock market. It has been able to integrate the basic 
information as needed for every investor. It can also serve as 
a valuable tool for any new investor into the stock exchange. 
it has been found out that stock market monitoring is the way 
of life for any investor but a new frontier is being opened up 
in stock market prediction. The next phase of this work is to 
incorporate some level of intelligence into the system. This 
will make use of past and present data for predicting future 
trends in the stock market.   
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