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Abstract- An online social network is a platform with many
advantages- it brings people together and keeps the
communication active; it helps to exchange informaon online as
well as offline; it is a marketing tool to engage ansumers; it is
also an election campaign tool for politicians. Insuch social
systems, we also tend to observe different naturef csocial
bonding. This correlation which may arise due to fators like
homophily, social influence or external factors, emphasizes the
behavioral patterns observed in individuals.

Social Influence plays a major role in any social edia
marketing. The aim is to identify the presence ofacial influence
in the network and then target the influencers. Tis when done
strategically can lead to the success of a produletunch.

In this paper, we confirm the presence of social fituence in
Twitter network by carrying out two simple tests- randomization
test and reversal of edges test. We first do oumalysis on three
models of social correlation depicting- homophilyjnfluence and
no-correlation followed by a simulation on real Twiter data. Our
simulation results show a strong social correlatiorattributed by
social influence in Twitter network.
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I. INTRODUCTION

Over the last few years, Twitter has defined a traaw
way of online communication. People discuss mytiagoics
ranging from business, politics, celebrity and $pdoreaking
news and new age activism. Twitter has also reiaiied
the expression of thoughts by the use of hashtagswise,
various other social networking sites like Facebdwve
brought people closer and provided a platform toherge
world views.

In all such online systems at times we see a sgong
cascading effect in the nature of acceptance ectiep of an
idea or a fact. This effect could mainly be du¢h® presence
of social influence in the network. It has now bmeo
important to find the most influential node in aspcial
network. In Twitter network e.g., even when a ubeas
maximum number of followers he may not have the tmo
influential standing in the network. Thus, twitremns its own
algorithm to score the influencers.

A study of social influence in many ways is ver
important for researchers to identify new trendshiman
behavior and social ties, and for businessesiinmrtant as
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they identify new dimensions.

The nature of social ties in an online setting alsfines
one's social behavior. When two friends join a Tevit
community, it is defined as an act of homophily, peple
with like mindedness performed an action togethéhen a
user joins a Twitter community because his friesdggested
him to, it is defined as an act of influence, asas motivated
by others to perform this action. Thirdly, when seujoins a
Twitter community after learning about it from awspaper
article, it is defined as an act of confoundingtdac as a
newspaper article is an external factor contritliutio the
action.

The research carried out on distinguishing infagefrom
correlation in [1] rules out influence as a sounEeorrelation
in the tagging behavior observed in Flickr netwokkhough
related, our work focuses on proving that influemcéndeed
prevalent in a social setting like Twitter and werfprm our
study by observing its hashtag behavior.

We study a social network G, where G is a diregfeaph
generated from an unknown probability distributietere, we
focus on each node performing a certask for the first time.
This task in our Twitter study refers to the use of a certai
hashtag by an individual for the first time. Weden observe
that the same hashtag is being used by other niodése
network at a different point in time. Now this naof social
affiliation could have three reasons — homophilgcial
influence or external factors.

In a network model, where the source of correfati®
purely homophily, the set of nodes, W which hasduse
particular hashtag is selected according to sorstilalition
and then the graph G is selected from these W nodes

In a network model, where the source of correlatoodue
to confounding factors, we observe a correlation the
network G and the set of nodes W, due to some readter
variable X.

s In the third model, which is the model of socidluence is
the most probable reason why we observe correlatioa
social setting. In this model, the graph G is pitlkaccording

SocCIAL CORRELATION

);o a certain distribution, after which the systenolbserved for

a time period {1...T}. Then it is checked whether the
propagation of the same behavior happens in thacenij
nodes in every time step between 1...T. Each adjavee,
of a node that has already performed the actionchagse to
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adopt the same behavior or may not. As choosiraglapt the
same behavior has binary outcome, we perform atiogi
regression.

lll. METHODOLOGY

In this section we describe the statistical equatiosed to
perform the analysis and also the tests based dchwie
prove that Twitter network indeed has a very strpngsence
of influence. We briefly explain the randomizati@st and the
reversal of edges test which determine the sourte
correlation in the Twitter network.

A. Measuring social correlation

In any social network the decision to become activea
time t is determined by how many active friendseespn has
in the network at that point in time. The estimatiof this
probability of choosing to be active is measured thg
following logistic function:

axmfz+1)+5

p(a) = 14+ gximjz+1)+8

(1)

Where d is the number of friends who are already activ
and o, B are correlation coefficients, estimated later e t
study. The measure of correlation is the given bhg t
coefficienta.

TTIP)Y (1 — pla)Ne)
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Equation (2) is a maximum likelihood expression atthis
used to estimate the values of the coefficient8. Here, Ya,
is the number of active users, who started usimpgréicular
hashtag at a time t and,Nis the number of inactive users,
p(a) is obtained from equation 1 above. These value¥,of
and N,;are then summed up,,YX Y, and N= X Ng,:.

B. Randomization Test

The randomization test or the time shuffle tegiasformed
to identify the presence of social influence in etwork.
Anagnostopoulost al. in [1] say that, if there is influence in
the social network then the timing of an action dyode
should depend on the timing of activation of hegrfd.

We perform the test at first with our randomly gexed
graph G and the set of W active nodes during a fiered of
[0, T]. Then Y, and N, values are computed, far< R, where
R is a constant. We calculate the social corratatioefficient
a using the maximum likelihood function.

The next step is to randomly shuffle the timestawfpsach
activated node in the set W, let us call this setwWich forms
a part of the graph G. We then measure the caoelat
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coefficient, a. If both the measures of and a(W’) are very
different, then we can infer that influence is iaderesent in
the network.

C. Reversal of Edges Test

This test is similar in idea to that carried outtie study of
obesity byChristakis et al. in [2]. The edge running from-ab
means, “a is friends with b” and the only possipilof
influence is from a to b. In the reversal of edgest, we
change the direction of this friendship from b tdbara. We
then measure the correlation coefficient in thisseca
Intuitively, the estimates od in both cases should be very
gifferent as the direction of influence is reversethe
calculation of ¥, N, values and running the logistic regression
takes place here too.

IV. PROBABILISTIC MODELS OF SOCIALCORRELATION

We create three probabilistic models as defined by

Anagnostopoulos et al. in [1] namely, no-correlation model,
influence model and correlation model.

In the no-correlation model, the action is genafate
randomly so that we follow the nature of a realmek. We
take a note of the number of active nodes at eandsstamp
and how many new nodes get activated in the folgwi
timestamps between [0, T]. Equations (1) and (2) taen
used to calculate the rest of the values to coraihet model.
fh the influence model, we use a varietyap$ values. Here,
at each timestamp a node whose friend is alreadiyeac
decides to become active or not and thus is apeant. We
use equation (1) to decide whether or not the rmetmmes
active. In the correlation model, we pick a numbkrandom
centers. Then we perform a random permutation lecsée
set of nodes, W around these centers. We thentrdpeaame
process followed in the no-correlation model far #ctivation
of nodes.

A. Experiment on Randomly Generated Graph

We perform our experiments on the artificially dexh
network. Figure 1 and Figure 2 are obtained affglyéng
logistic regression to the influence model and eation
model respectively. The values afin both the cases are
positive.

We now present the results of shuffle test and edgersal
test on influence model and correlation model. ijuFe 3, we
can notice that there is a shift to the left in thenulative
density function (CDF) which is indicative of thacf that on
reversing the edges there is a decrease in the vdlu. In
Figure 4 we see that even after the shuffle testethis not
much difference in the values af This is in line with our
analysis and the values afare very close with and without
the shuffling of timestamps.

In Figure 5 and Figure 6 we present the resultedge
reversal test performed on influence model andetation
model. In Figure 5 we see that there is a simjlantthe result
obtained for the influence model in the shufflet tasd the
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Figure 1:  Distribution o# for the influence model.
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Figure 2:  Distribution oé for the co-relation model.
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Figure 6: Edge Reversal Test for the correlatiuel.
V. EXPERIMENTS ON TWITTER DATA

We perform our analysis on Twitter dataset. Twittea
popular microblogging social platform where every
message posted by a user is termed as a tweetedt tw
when posted can be viewed by an audience of thesuse
followers. On Twitter user-user communication can happen
through retweets and mentions. A retweet happens when
the content posted by a particular user is posginaby
another user. Thus, the popularity of a tweet gges the
forum. A mention is when a user is mentioned by another
user in his tweet. Aashtag which is a popular feature of
Twitter allows users to categorize tweets. The yinbis
called a hashtag. When a word is preceded by yhibal it
becomes a keyword and when this hashtag becomgs ver
popular, it becomes a topic that is trending. Fa. e
“Freaky Friday” is expressed as #FF.

The dataset we use for our analysis is the puyblicl
available dataset bgonover et al. [3] which was collected
between September 14th and November 1st, 2010ngduri
the run-up to the November 4th U.S. congressiondierm
elections. The dataset has three versions, eadfspg a
network representing different types of tweets.

Retweet- This networkcontains only directed retweet
edges between users. If X retweets content posyed, b
then an edge runs from X to Y. This indicates that
information has diffused from Xto Y.

Mention- This network contains only directed reply
edges between users. If X mentions Y in a tweet thn
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edge runs from X to Y. This indicates that infotiba may

have propagated from Xto Y.
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Figure 8:

Time-Shuffle test for thretweet network.
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Figure 9:

Edge-reversal test for ttetweet network.
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Figure 10: Distribution o for themention network.
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Figure 11: Time-Shuffle test fonention network.

—— Edges direct
Edges reversed

e
=
2

-

Empirical cumulative distribution
© © 9 000000
= N W & 00O N O © =

B

o
-
N

3
alpha

Figure 12: Edge-reversal test foention network.

All- This network contains both the types of edges roaati
above.

The retweet network consists of 18,470 nodes and the
mention network consists of 7,175 nodes. These nodes are
studied for our analysis. The networks are not sginim and
hence an edge running fromy only means that the flow of
information is from x to y and reverse is not true.

The hashtags are political in nature and some efthre
#p2 meaning “Progressives 2.0”, #tcot meaning “Top
Conservatives on Twitter”, etc. We pick one haslattg time
and study the network and then do the tests.

In Figure 7, we see the distribution ofor all the hashtags
in theretweet network. We can see that there is influence in
the use of hashtags in this network. To validats, tive
perform the two tests and in Figure 8 and FigureeSsee that
the values o6 are shifted to the left.

In Figure 10, we see the distributioncofor all the hashtags
in themention network. In this network we see the presence of
influence as well. To validate this, we perform tests on this
network and from Figure 11 and Figure 12 we obsé#raethe
tests verify the correlation to be based on infagetoo.

We now do a similar analysis for tlal network. Like in
the previous cases we see that this network isalsetwork
of influence. A further test of detecting influenamly
confirms its presence in the hashtag usage of @witttwork.
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Figure 13: Distribution oé. for theall network
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Figure 14: Time-Shuffle test for thadl network
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Figure 15: Edge-reversal test fl network.

In the research performed on tagging behavior énRickr

datasetAnagnostopoulos et al. [1] prove that even though
there is correlation in the tagging behavior tlsi;not due to
influence. We perform our analysis on the Twittetedand
verify the significance of the tests in correctlyentifying
influence in the Twitter network.
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