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Abstract--Consumer opinions about product reviews are 
available on the internet at various website. In Opinion 
mining feature extraction is important task, since the 
customers do not normally express their product opinions 
completely according to individual features, previous 
research on aspect based opinion mining does not give 
good result due to drawbacks such as selecting feature, 
considering similar feature as different and converting 
phrases of opinion. To solve this problem propose a 
method to extract feature and considering similar feature 
as same meaning. First evaluating Domain Relevance of 
an opinion feature measure how well a term is statistically 
associated with a corpus. By using Mutual 
Reinforcement, extraction of product feature is accurate, 
then using word net grouping similar feature as same 
meaning and opinion phrase conversion also done. Finally 
classifying sentiment into positive, negative and neutral 
with the help of Sentiwordnet.The proposed approach 
also determines large number of datasets used with 
effectiveness. 
 
Index Terms—Opinion mining, Domain relevance, 
Sentiment Classification. 
 

I. I.INTRODUCTION 

 
     Consumer commonly seek quality information from online 
reviews prior to buying a product, while many organization 
use online reviews as important feedback about their product 
development and marketing. Number of websites, blogs and 
forums allow users to post reviews for various products or 
services (e.g., amazon.com, viewpoints.com, c.net.com) such 
reviews are valuable to the customer for purchasing a product. 
Most websites giving a way to consumer to write reviews to 
express their opinion  on various aspects of the product. Here 
an aspects, determine product feature or attribute. Each 
product contain hundreds of aspect.  For example a review 
sentence “The image quality of the motog phone is good ”it 
allows the positive opinion of the feature or aspect “image 
quality” of the product motog. As well as the aspect like 
photo, picture and image that have the same or similar 
meanings are treated as different features since most methods  
 
 

 

only considering grammatical analysis for feature 
differentiation. This results in the extraction of too many 
features from the review data, often causing incorrect 
analysis. Also identify frequent feature alone to analysis the 
product opinion.  
 
     To resolve these problems,  evaluating domain relevance 
of the user query using term frequency-inverse document. In 
feature extraction, mutual reinforcement selects product 
features from noun phrases of the sentence. Wordnet reduces 
the number of product feature by merging features that have 
semantic similarity. 
 

II.  RELATED WORK 

 
     B.Liu proposed set of techniques Opinions  expressed in 
customer reviews are analysed. For example document level 
opinion mining identifies the overall sentiment  expressed an 
entity  (e.g., cellphone) in a review document but it does not  
associate opinions with specific aspects(e.g., picture quality, 
screen)[1]. Limitations are lesser extent in  sentence level 
opinion mining.Shenghua bao, Ruli Li, Yong Yu, and Yunbo 
Cao proposed a novel algorithm called cominer 
algorithm-highly effective[2] .Given an input entity, 
extracting set of comparative candidates. Extracting domain 
in which given entity and competitors play against each other. 
Identifying and summarizing competitor’s status. Some 
limitations are the System doesn’t Work well when the 
redundant data is not available in the web. Restricted in 
multiple domain. 
     XuXueke, Cheng Xueqi, Tan Songbo, LIU Yue, Shen 
Huawei proposed a novel Joint Aspect Model (JSA) to jointly 
extract feature and feature dependent sentiment lexicon from 
online customer reviews detect major aspects of entities in the 
specific domain, detect aspect specific opinion words for each 
discovered aspect, identify aspect aware sentiment polarities 
for the opinion words with respect to each aspect[3]. It does 
not consider implicit features. It is not highly efficient when 
opinion phrase conversion has done synonym/ antonym rules 
to better   identify aspect aware sentiment polarities. 
     Hang Jeong, Dongwook Shin, and Joongmin Choi 
proposed an FEROM feature extraction and refinement 
opinion mining using a rule based approach. This method 
extracts large number of features [4].The extraction of many 
features is the term that have similar or same meaning are not 

 
 

TEXT MINING FOR INFREQUENT NOUN 
FEATURE EXTRACTION AND SENTIMENT 

CLASSIFICATION 
 

Brindha V#1 and Kathiravan M*2 
#PG student, software engineering, Rajalakshmi engineering college, chennai, India 

* Assistant professor, Information Technology, Rajalakshmi engineering college, chennai, India 

 



International Journal of Emerging Technology in Computer Science & Electronics (IJETCSE)  
ISSN: 0976-1353 Volume 13 Issue 4 –MARCH 2015. 

 
 

324 
 

considered as same meaning. eg.,‘photo’ ‘picture’ and 
‘image’.However they are considered as different features 
simply,   because  they considered as different words. 
     Fumiyo Fukumoto, yoshimi Suzuki proposed a method 
(TDT) for event tracking by using summarization technique 
i.e., using content compression rather than on corpus statistics 
to detect relevance. Subsequently ,it accepts incoming stories 
and summarizes them topically, scores the summarizes for 
content, then assesses content relevance to the tracking 
query[5]. However it is not clear  if the method can identify 
differences and similarities across  stories. Because their 
technique mainly rely on a single document summarizer 
technique rather than on multi document summarization. 
     M.Hu, B.Liu proposed an association rule mining 
approach did a good job in identifying product features, but it 
cannot deal with the identification of implicit features 
effectively [6].  While we consider that an implicit product 
feature should satisfy the following two conditions: the 
related product feature word doesn’t occur explicitly; the 
feature can be deduced by its surrounding opinion words in 
the review.Yu et al.  proposed an aspect ranking algorithm 
based on the probabilistic regression model to identify 
important product aspects from online consumer reviews[7]. 
However, it does not focuses on extracting features 
commented on explicitly in reviews, but fairly on ranking 
product aspects that are actually coarse-grained clusters of 
specific features. 
     Unsupervised topic modeling approaches, such as latent 
dirichlet allocation (LDA) [8], which is a 
term-topic-document probabilistic model, it is used to solve 
feature based opinion mining task. These models are 
developed mainly for mining hidden topics or features ,this 
leads to different properties and it also not necessarily be 
opinion aspects expressed explicitly in reviews. Therefore, 
though the approaches are effective in discovering latent 
structures of review data, they may be less successful in 
dealing with identifying specific feature terms commented on 
explicitly in reviews. 
     Zhen Hai, Kuiyu Chang, Jung-Jae Kim, and christopher 
C.Yang proposed a method IEDR for extracting candidate 
and opinion features. Several dependence rules are used to 
generate a list of candidate feature from the given domain 
review corpus[9]. Identify to specify the desired domain 
specific opinion features. Less dealing with extraction of 
infrequent or implicit feature. Only feature identification and 
not an opinion classification. 
     R.L Sheng identifying competitors is important for 
business. Present an approach that uses graph theoretic 
measures and machine learning techniques to infer competitor 
relationship on the basis of structure of an intercompany 
network derived from company citation. Intercompany 
network captures signals about competitor relationship [10]. 
Imbalanced portion of data requires Data Segmentation. 
     Zhongwu Zhai proposed a multilevel latent semantic 
association technique (mLSA) to group product feature 
expressions[11]. Soft-constrained expectation maximization 
algorithm. Here the limitation is accuracy of grouping feature 
is low.  
     Nikals Jakob, Iryna gurevych, Hoda Korashy  proposed a 
CRF based approach for opinion target extraction performs in 
a single and cross domain setting. In single domain setting 
supervised baseline [12]. Our error analysis indicates the 

additional features, which can opinions in more complex 
sentence are required to improve the performance of the 
opinion target extraction. Limitations are it is not performed 
well on different domain. Machine algorithm is not designed 
for the problem of domain adaptation.  
     AvaniJadeja, Prof. Indr Jeet Rajput proposed a set of 
mining techniques for summarizing reviews based on NLP 
have limitations on grouping synonym feature, identifying 
infrequent features[13]. 
     Generally sentiments are expressed in differently in 
different domains [14]. The Sentiment classification methods 
can be work well in given domain not in different domain. 
D.weir proposed a cross-domain sentiment classifier using an 
automatically extracted sentiment thesaurus. 
     Pang and Lee proposed to first employ a sentence-level 
subjectivity detector to identify the sentences in a document 
as either subjective or objective, and consequently leaving the 
objective ones [15].Then applied the sentiment classifier to 
the resulting subjectivity extract, with improved results. 
     Features of the product are aspects such as “appearance” 
and “design”,  ”movie” and “video” are the same thing for 
cameras. In previous work they used k-means clustering with 
distributional similarity method discussed by Lillian Lee. 
However, it does not perform well [16]. Recently, Fang Guo 
and his colleagues proposed a multilevel latent semantic 
association technique to group product feature expressions. 
     Nilesh M. Shelke, Shriniwas Deshpande proposed a set of 
techniques Pos tagger (parts of speech),dependency parser are 
mainly for extracting aspects which are noun and noun 
phrases. [17]Opinions are mostly adjective or adverbs 
phrases. However previous work was not well, while 
extracting implicit features. 
    MilyLal proposed  aspect identification techniques, it 
focuses  survey of techniques for mining opinion, 
summarizing implicit aspects still challenges in the area of 
implicit identification finding accurate aspects is the existing 
issues.[18] 
     Our proposed approach is to evaluate domain relevance of 
an given user query with the help of term frequency inverse 
document frequency. It is efficient dealing with the extraction 
of frequent and infrequent noun feature with the help of 
mutual reinforcement. It determines grouping similar feature 
with same meaning and also converting phrases of the opinion 
with the help of WordNet. Then classifying sentiment into 
negative and positive with the help of SentiWordNet. The 
experimental results on a review corpus of  10 popular 
products in five domains demonstrate the effectiveness of the 
proposed approach. 
 

III.  DESIGN 

 
     Fig 1 shows the overall framework of the system. The 
system counts with a crawling module, which first downloads 
all the reviews and stores them in the local database. Then the 
users search the feedback about the product feature. Here the 
system checks whether the given query is relevant to the 
particular domain by calculating Well-Know term 
frequency-inverse document frequency term weights. After 
the process of verification is done. The system needs to 
generate feature based summary. Features are noun or noun 
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phrases it categories two frequent and infrequent feature. 
However with the help of Mutual Reinforcement to extract 
frequent and infrequent noun features and it generates feature 
summary. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
               Fig 1. Proposed framework 
 
     After this process, grouping similar features and also 
phrase conversion has been done. Then with the help of 
Sentiwordnet to identify semantic orientation of each 
sentence by finding semantic score of adjectives and adverbs. 
Sum of semantic scores defines semantic orientation of 
sentences i.e. if semantic score is greater than 0, than sentence 
has positive semantic orientation and if semantic score is less 
than 0, than sentence has negative semantic orientation. After 
classifying the polarity of opinion, finally it generate the 
results. 
 

A. Domain Relevance 

     Evaluate the Domain Relevance of an opinion feature  
measure how well a term is statistically associated with a 
corpus based on two kinds of statistics, namely dispersion and 
deviation. Both dispersion  and deviation are calculated using 
the Well-Know term frequency-inverse document frequency 
(TF_IDF) term weights. 
 

B. Feature Extraction 

         Existing researches only focused on determining 
features of the reviews and identifying opinions on the 
reviews not considering important aspect of the reviews [19]. 
Point wise mutual information method to extract attributes 
and syntactic relations. Feature are generally nouns or noun 
phrases, which typically appear as the subject object of the 
review sentence (i.e., zoom, battery life, image quality).In 
previous research on feature based summary has determined 
only explicit features not an implicit feature. Our proposed 

approach mutual reinforcement is to extract implicit feature. 
For example in the sentence “Lovely display, I like to buy one 
despite its slight heaviness” here the word display is an 
explicit aspect and weight is an implicit aspect because 
heaviness implies weight. 
Input: Domain relevance review 
for each sentence in the review database 
if(it does not contain frequent feature but one or more opinion 
words) 
{find the next noun phrases around the opinion word.The 
noun/noun phrase is stored in  
the feature set as an irregular feature} 
Output: Feature based summary 
 
C. Opinion Phrases Identification 
     Access WordNet for grouping synonyms or similar feature 
into cluster. In this case, the orientation of the opinion about 
the feature is the opposite meaning of the corresponding 
opinion phrase. Hence, for correct analysis, the opinion 
phrase conversion process that replaces an opinion phrase 
expressed using a negative adjective phrase with its antonym 
using WordNet. For example, the sentence “the picture 
quality is not good” is changed into “the picture quality is 
bad.” 
Input: Extracted feature relevance data  
Begin 
Orientation=orientation of word in seed list; 
If(there is Negation appears closely around sentence) 
Orientation=opposite (orientation); 
End 
 
D. Sentiment Classification 
     Pang and Lillian Lee [20] uses Naive Bayes polarity 
classifier relate between subjectivity detection and polarity 
classification. However the results are not accurate when 
classifying the polarity. Then with the help of Sentiwordnet to 
identify semantic orientation of each sentence by finding 
semantic score of adjectives and adverbs is effective. Sum of 
semantic scores defines semantic orientation of sentences i.e. 
if semantic score is greater than 0, than sentence has positive 
semantic orientation and if semantic score is less than 0, than 
sentence has negative semantic orientation. Then classifying 
sentiment whether the opinion polarity is positive, negative or 
neutral, and summarize the feedback results. 
 
Input: Different groups of data. 
for each opinion sentence oi; 

Begin 
Orientation=0; 
for each opinion word ow in oi; 

Orientation +=word orientation(ow,oi); 

if (orientation>0)=Positive; 
Elseif(orientation<0)=Negative; 
Else 
for each feature f in oi+=word orientation) 
{if (orientation>0)=Positive; 
else if(orientation<0)=Negative; 
else oi=oi-1;} 

end for; 
end 
Output: Sentiment Classification (Positive, Negative) 
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IV.  EXPERIMENTAL RESULTS 

   To evaluate our model, used freely available datasets, for  
the product, cell phone domain and it analyzed the polarity  
using its aspects of the product like battery,mp3,camera and 
screen. Fig2 demonstrate effectiveness of the proposed model 
in sentiment classification. 
 
Table 1: Experimental result of sentiment classification shows 
the polarity. 

 
 

 
     Fig 2: Sentiment classification finding polarity 

V. CONCLUSION 

 
     In this paper proposed a set of mining techniques to extract 
product feature, combining similar feature which are 
considered as same meaning using WordNet. Finally 
classifying Sentiment into positive, and negative. The 
experimental corpus contains consumer reviews of 10 popular 
products in five domains is publicly available by request. 
Experimental results have demonstrated the effectiveness of 
the proposed approaches. Areas of further study can expand 
the scope to other domains such as agriculture, medical 
applications and engineering. Furthermore more precision 
giving opinion extraction approaches needs to be exercised 
for better results. 
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Features Positive Negative 

Battery 6.0 4.0 

Camera 3.5 2.5 

screen 4.5 3.8 

Mp3 5.0 3.0 


