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Abstract— Cloud computing has gained its limelight because
of its on-demand and elastic service. Many servicese offered to
the cloud users by the cloud providers by employingowerful
data centres. One of the powerful services renderday cloud is
data storage. Data mining is the process of sortintdprough large
amounts of data and picking out relevant informatia. It helps
for extracting hidden useful information from large data
warehouses. It helps in predicting future trends ad behaviours
to help businesses for taking knowledge based dedoiss. In this
work, an overview of cloud computing and data minig is
presented along with the scope of cloud computing idata
mining.
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I. INTRODUCTION

Cloud computing has gained its limelight becausitsodn-
demand and elastic service. Many services areeauffes the
cloud users by the cloud providers by employing @dw
data centers. One of the powerful services rendeyedoud
is data storage. Cloud users can put an end tprtitdem of

Private Cloud is the type of cloud that is meamntadingle
party or an organization. Here, the users can dma f single
organization. Community cloud is the cloud thaba# its
infrastructure to be shared by different organaadi with
same focal point.Hybrid cloud can be claimed as the
combination of public, private and community cloutisthis
cloud, the service provider can utilize the thirartg cloud
service provider, aiming at increasing the flexipilSome of
the advantages of using cloud are its inexpensgsetigat is
the infrastructure is not needed to be built but be rented.
Increased data storage is encouraged by cloud,hwhi&ans
that tera and petabytes of data can be placed atowad
without any struggle as the cloud is based on tireiple of
elasticity. In spite of all these advantages, clbad still got
many challenges such as data security, data recaver data
management etc.,

Il. DATA MINING

Data mining is the process of sorting through laag®unts

data and memory management. This makes senselohat cof data and picking out relevant information. Itigse for

users provide all their data to the cloud providerprder to
save space and cost. However, data outsourcirgdintes the

extracting hidden useful information from large alat
warehouses. It helps in predicting future trends bahaviors

issue of security that the confidential or sensitilata can be t0 help businesses for taking knowledge based idesisThe

misused. So, such data has to be kept private @rfiiential.
In order to forbid the successful implementationclufud, a
cloud provider is expected to provide a strong qow
preserving policy to the cloud users. Cloud’s sarvtan be
categorised into Software as a Service (SaaS) wisidhe
service made available by the cloud such that kadcusers
can be able to access the applications over netviRaitform
as a Service (PaaS) makes sense that the cloudarséuild
anything with the platform (e.g. Operating Systggmvided
by the cloud. Infrastructure as a Service (laaSd iype of
service in which the supporting equipments suclstasage,
servers, hardware and much more are provided talthel
user for some cost. Here, the cloud follows thecgabf pay-
as-you-go model. A cloud can be of four types dmy tare as
follows. Public Cloud is the cloud that offers resmes to the
general public over network and the users will barged for
what they used and there is no minimal fee.
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modern technologies of computers, networks, andsasn
have made data collection and organization muchereas
However, the captured data needs to be convertéa in
information and knowledge to become useful. Dataimgj is
the entire process of applying computer-based ndetbgy,
including new techniques for knowledge discovery,data.
Data mining identifies trends within data that geydnd
simple analysis. Through the use of sophisticatgdrithms,
non-statistician users have the opportunity to tiflerkey
attributes of business processes and target opyitiesl

2.1 Techniques of Data Mining

Some of the most important techniques of data

mining are listed below.

2.1.1 Classification

It is a data mining technique used to map dateamtss
into one of the various predefined categoriesait be used to
detect individual attacks but it has high rate aisé alarm.
Various algorithms like decision tree induction, yBsian
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networks, k-nearest neighbor classifier, case-basasoning,
genetic algorithm and fuzzy logic techniques aredugor
classification techniques. The classification aldon has
been then applied to audit data collected whicin fkarns to
classify new audit data as normal or abnormal data.

2.1.2 Association rule mining

Association describes relationship between varidata
records .Association rule mining is one of the mpspular
techniques within data mining. It acts as a sensbich
provides source data for meta-learning like techesqwhich
are at higher level of processing. Association maleing is a
slow process and can be replaced by other techmitike

classification, clustering etc. An association ruées two parts,

an antecedent (if) and a consequent (then).Associatles
are created by analyzing data for frequent if/tpatierns and

relates any two given sets by describing rules édgtired,
changed, remain unchanged or appeared new.

I1l. CLouD COMPUTING IN DATA MINING

It is predicted that cloud computing has a googeda the
application of data mining algorithms. The reason the
statement is that cloud computing is capable ofagary a
huge range of datasets at a least cost. The hkesias that the
data can be distributed to several participatindeso such that
the computational load can be balanced effectivEthg major
issue with this case is the security of data. Thikes sense
that the data should be kept private and confidénfio

support and confidence to identify the most impurtaachieve this, the data to be processed must beedeavto

relationships. Support is an indication of how freqtly the
items appear in the database and confidence iedictite
number of times the if/then statements have beenddo be
true. These rules are used for analysing and pnedithe
customer behavior.

2.1.3 Clustering

In this technique, data points are clustered tageltased
on their similarity factors and is often nearnessoading to
some defined distance. Clustering [8] is an effectivay to
find hidden patterns in data that humans might miss
useful for ID as it can cluster malicious and noalioious
activity separately. k-means is a clustering athaomi used to
cluster observations into different groups of retht
observations without having prior knowledge aboheirt
relationships. Here data is divided in k clustefsere k is
provided as input.

2.1.4 Feature Selection

In this process of machine learning, a set ofuiest from
available data is selected and a learning algoritghinained
using selected features for creating classificatimodel.
Extraction of features is must as it is not feasitdapply all
the available features to learning algorithm. léliso called as
feature reduction or variable selection technique.

2.1.5 Support Vector Machine (SVM)

It is the technique which maps network connectittnthe
hyper plane. It attempts to separate data intoipheltlasses
using hyper-plane. SVM algorithm can be modifiedperate
in the supervised learning domain.

2.1.6 Fuzzy logic

Fuzzy logic techniques are being used in computeuriy
since 90’s. It allows greater complexity for IDS ilghit
provides some flexibility to the uncertain problefmD. Most
fuzzy IDS require human intervention to determinezy sets
and set of fuzzy rules.

2.1.7 Meta learning

It is the techniques where new rules are derivenfseveral
rule sets which are collected over a period. A rnela set [5]

multidimensional arrays, so that the data can lzyaed by
certain tools. This considerably reduces the storemst of
data.

The main theme of this work is to distribute the
datasets to the cloud and the operations arehdistid among
the clusters. In this case, the middle level tuplesgenerated
by the mapping functions and are processed by tietuc
functions. This idea is already been executed versé works.
In [4], a classification model which is a mid-poiof K-
Nearest Neighbour (KNN) and Bayes’ scheme is prepgos
Another approach that is developed using the MaguBe
model aims at addressing the progressive sequepdiédrn
mining problem, which intrinsically suffers from eth
scalability problem. Two Map/Reduce jobs are desilyrthe
candidate computing job computes candidate sealenti
patterns of all sequences and updates the sumnfiaepot
sequence for the future computation. Then, usihgaaldidate
sequential patterns as input data, the supporiimdsey job
accumulates the occurrence frequencies of candidate
sequential patterns in the current period of irgeasd reports
frequent sequential patterns to users.

Gao et al. introduces in an experimental analysiagua
Random Decision Tree algorithm under a cloud coimput
environment by considering two different schemesritter to
implement the parallelization of the learning stagke first
approach was that each node built up one or messifiers
with its local data concurrently and all classierre reported
to a central node. Then the central node will Ukelassifiers
together to do predictions. The second option \ika$ ¢ach
node works on a subtask of one or more classifirtsreports
its result to a central node, then the central ncalmbines
work from all local nodes to generate the finaksléiers and
use them for prediction.

In the authors propose a scheme namely FD-Minectwhi
can exploit cloud nodes for pattern discovery. Tétheme
identifies the frequent very fast. As an added athge, it
provides security to the data also. The scalabibiyd
execution time of the system is appreciable.
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In this paper, an overview of cloud computing aradad [16] TheodorosLappas
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V. CONCLUSION

mining is presented. This is followed by the scapeloud
computing in data mining. Several data mining atpars are
migrating to exploit clod computing for effectiveadability
and responsiveness.
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