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Abstract— In this paper we enhance the existing Cloud Load
balancing Strategy and provide an efficient energysaving
concept for the Cloud Servers by considering the Emgy factor.
A system uses a significant amount of energy everhen idle or
lightly loaded. A widely reported solution to resouce
management in large data centers is to concentratke load on a
subset of servers and, whenever possible, switchetihest of the
servers to one of the possible sleep states. We jpose a
reformulation of the traditional concept of load bdancing
aiming to optimize the energy consumption of a larg-scale
system: distribute the workload evenly to the smadist set of
servers operating at a n optimal energy level, whel observing
QoS constraints, such as the response time. Our meldapplies to
clustered systems; the model also requires that thdemand for
system resources to increase at a bounded rate inach
reallocation interval. In this paper we report the VM migration
costs for application scaling.

Index Terms— load balancing, application scaling, idle
servers, server consolidation, energy proportional systems.

I. INTRODUCTION

Cloud computing appears to be a ligtdruptive
technology, which is gaining momentum. It has iiteer

the dynamic local workload equally across the déffe
clusters in cloud in order to avoid the situatiohene few
nodes are overloaded while few are remains idleudl
computing is a client-server architecture compdsgdarge
and power-consuming data centers designed to sufpor
efficient and scalable output required by consurf@rsThe
cloud computing having a on demand service, breadark
access, resource pooling, rapid elasticity, meassegvice
are the essential characteristics. The dynamic lovadk
results some systems overload and some systemsnsema
unused, therefore it is necessary to distribute tbiad
efficiency for preventing such odd resource uttima. Hence
the concept load balance comes into existence dhat
distribute load across different computer clusteestwork
links, disk driver and some other resources to awprthe
throughput and optimal resource utilization, avoid
overloading and minimizing response time [4].

Scaling is the method that allocates additionabueses to a
cloud application in response to a request comdistih the
SLA. We can distinguish two scaling methods, i.erigbntal
and Vertical scaling. Horizontal scaling is the mosmmon
method of scaling on a cloud system; it can inaete
number of Virtual Machines (VMs) when the load afdes
increases and reduce the number when the load adese

legacy technology as well as new ideas on Iargtesca{-arge farms of computing and storage platforms Haeen

distributed systems. The concept of cloud computin

addresses the next evolutionary step of distribcéeaputing.
The goal of this computing model is to make a beaite of
distributed resources, put them together in ordeachieve

sembled and a fair number of Cloud Service Peosid
CSPs) offer computing and storage services basdtree
different delivery models SaaS (Software as a 8ejyPaaS
(Platform as a Service), and laaS (Infrastructara Service).

higher throughput, and be able to tackle IargeescaRedUCtiO” of energy consumption thus, of the carbon

computation problems. The computing power nowadsys
easily available for massive computational procesfl].

The concept of “load balancing” dates back to theetthe
first distributed computing systems were implemdntethe
late 1970s and early 1980s. It means exactly wienhame
implies, to evenly distribute the workload to aakservers to
maximize the throughput, minimize the response tiared
increase the system resilience to faults by avgidi
overloading one or more systems
environment [2].

Load balancing is the key feature and one of tikrakissues
in cloud computing. It is a technique in which distition of
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in the distribute

footprint of cloud related activities, is increaglin more
important for the society [5]. Indeed, as more amdre
applications run on clouds, more energy is requineslipport
cloud computing than the energy required for matheio
human related activities.

While most of the energy used by data centers risctly
related to cloud computing, a significant fractisralso used

oy the networking infrastructure used to accessctbed.

ghis fraction is increasing, as wireless accessines more
popular and wireless communication is energy intendn

this paper we are only concerned with a single @spé
energy optimization, minimizing the energy useddbyud

servers [6].

The strategy for resource management in a computowg
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we discuss is to concentrate the load on a sulisstreers
and, whenever possible, switch the rest of theessrto a
sleep state. In a sleep state the energy consumistieery
low. This observation implies that the traditiocahcept of
load balancing could be reformulated to optimize ¢hergy
consumption of a large-scale system as follows: ilsute
evenly the workload to the smallest set of servap'serating
at an optimal energy level, while observing QoS-atraints,
such as the response time. An optimal energy Isvehe
when the normalized system performance, defingldeasatio
of the current performance to the maximum perforreais
delivered with the minimum normalized energy congtiam,
defined as the ratio of the current energy consiamb the
maximal one [7].

II. LITERATURE SURVEY

A. Data replication and power consumption in data grids

While data grids can provide the ability to solaege-scale
applications which require the processing of lag®munts of

C. Performance and power management for cloud
infrastructures

A key issue for Cloud Computing data-centers isigximize
their profits by minimizing power consumption andlAS
violations of hosted applications. In this papeg, propose a
resource management framework combining a utilityenl
dynamic Virtual Machine provisioning manager and a
dynamic VM placement manager. Both problems are
modeled as constraint satisfaction problems. The VM
provisioning process aims at maximizing a globalityt
capturing both the performance of the hosted apfitins
with regard to their SLAs and the energy-relatedraponal
cost of the cloud computing infrastructure. We stesweral
experiments how our system can be controlled thrdugh
level handles to make different trade-off betweppliaation
performance and energy consumption or to arbitegeurce
allocations in case of contention [10].

D. Elastic- Tree: saving energy in data center networks
Networks are a shared resource connecting critidal

data, they have been recognized as extremely eneigfrastructure, and the general practice is to pdveave them

inefficient. Computing elements can be locatedhfaay from

the data storage elements. A common solution taau®
availability and file access time in such enviromiseis to

replicate the data, resulting in the creation gjies of data
files at many different sites. The energy efficignt the data
centers storing this data is one of the biggestessn data
intensive computing. Since power is needed to tnénstore

and cool the data, we propose to minimize the amofuthata
transmitted and stored by utilizing smart replicatstrategies
that are data aware. In this paper we present adadw
replication approach, called the sliding window liep

strategy (SWIN), that is not only data aware, tsutaiso
energy efficient. We measure the performance of$\aid

existing replica strategies on our Sage greenaluststudy
the power consumption of the strategies. Resuttsh fthis

study have implications beyond our cluster
management of data in clouds [8].

B. Server workload analysis for power minimization
using consolidation

Server consolidation has emerged as a promisiimgitgaee to

reduce the energy costs of a data center. In thik,vwwe

present the first detailed analysis of an enteepserver
workload from the perspective of finding charadtes for

consolidation. We observe significant potential foower

savings if consolidation is performed using offfpealues

for application demand. However, these savings agmaith

associated risks due to consolidation, particulathen the
correlation between applications is not consided. also
investigate the stability in utilization trends fdow-risk

consolidation. Using the insights from the workleathlysis,
two new consolidation methods are designed thateaeh
significant power savings, while containing thefpenance
risk of consolidation. We present an implementatérihe

methodologies in a consolidation planning tool pralvide a
comprehensive evaluation study of the
methodologies [9].
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on. Yet, meaningful energy savings can result fioproving

a network's ability to scale up and down, as trafi@mands
ebb and flow. We present ElasticTree, a networkewid
powerl manager, which dynamically adjusts the tattive
network elements -- links and switches--to satidfgnging
data center traffic loads. We first compare mudtipirategies
for finding minimum-power network subsets acrosarage of
traffic patterns. We implement and analyze ElasteTon a
prototype testbed built with production OpenFlowitsies
from three network vendors. Further, we examine the
trade-offs between energy efficiency, performanaed a
robustness, with real traces from a production rarnerce
website. Our results demonstrate that for data ecent
workloads, ElasticTree can save up to 50% of nekwor
energy, while maintaining the ability to handlefficasurges.

to th®ur fast heuristic for computing network subsetabdes

ElasticTree to scale to data centers containingghiods of
nodes. We finish by showing how a network admin hhig
configure Elastic Tree to satisfy their needs ferf@rmance
and fault tolerance, while minimizing their netwgrdwer bill
[11].

E. Energy-efficient protocol for cooperative networks

In cooperative networks, transmitting and receivirgges
recruit neighboring nodes to assist in communicatiy/e
model a cooperative transmission link in wirelessvorks as
a transmitter cluster and a receiver cluster. Véa ffropose a
cooperative communication protocol for establishimeh
these clusters and for cooperative transmissiotiatd. We
derive the upper bound of the capacity of the protcand we
analyze the end-to-end robustness of the protocol t
data-packet loss, along with the tradeoff betwepargy
consumption and error rate. The analysis resuéisuaed to
compare the energy savings and the end-to-end tredsssof
our protocol with two non-cooperative schemes, el @& to

proposegahother cooperative protocol published in the tacin

literature. The comparison results show that, wiates are
positioned on a grid, there is a reduction in tr@bpbility of
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packet delivery failure by two orders of magnitude the
values of parameters considered. Up to 80% in greergngs
can be achieved for a grid topology, while for ramdnode
placement our cooperative protocol can save upOfd &
energy consumption relative to the other protocdlee
reduction in error rate and the energy savingsstaé® into
increased lifetime of cooperative sensor netwoil§.[

lll. EXISTING SYSTEM

An important strategy for energy reduction is coricaing
the load on a subset of servers and, whenever j@ssi
switching the rest of them to a state with low eger

operating regimes with various degrees of \eneffigiency"
(processing power versus energy consumption); Aehov
algorithm that performs load balancing and applcat
scaling to maximize the number of servers operatinthe
energy-optimal regime; and analysis and compariebn
techniques for load balancing and application sgalising
three differently-sized clusters and two differaneérage load
profiles. The objective of the algorithms is to @msthat the
largest possible number of active servers operiténathe
boundaries of their respective optimal operatirggme.

After load balancing, the number of serversthe
optimal regime increases from 0 to about 60% arfdira

consumption [13]. This observation implies that théumber of servers are switched to the sleep stikere is a

traditional concept of load balancing in a largalecsystem
could be reformulated as follows: distribute evethe
workload to the smallest set of servers operatirggpimal or
near-optimal energy levels, while observing thesiBerLevel

balance between computational efficiency and SLA
violations; the algorithm can be tuned to maximize
computational efficiency or to minimize SLA violatis
according to the type of workload and the systemagament

Agreement (SLA) between the CSP and a cloud user. ARolicies.

optimal energy level is one when the performanca/att of
power is maximized [14].

In order to integrate business requirements ampdicapion
level needs, in terms of Quality of Service (Qo&8jud
service provisioning is
Agreements (SLAS): contracts between clients andigers
that express the price for a service, the QoS dererjuired
during the service provisioning, and the penaltissociated
with the SLA violations. In such a context, perfamse
evaluation plays a key role allowing system manager

evaluate the effects of different resource managéme

strategies on the data center functioning and &alipt the
corresponding costs/benefits [15].

A. DISADVANTAGES OF EXISTING SYSTEM:
On-the-field experiments are mainly focused ondffered

QoS, they are based on a black box approach thi¢ana

difficult to correlate obtained data to the intdrnasource
management strategies implemented by the systewdpro
[16]. Simulation does not allow conducting compirediee
analyses of the system performance due to the gueaber of
parameters that have to be investigated.

IV. PROPOSELBYSTEM

regulated by Service Level

1) System Architecture
Client

Client

Server 1

L1

Asynchronous exchange of session state

Fig 1: Load Balancing Architecture.

B. SYSTEM MODULES

1) Load Balancing in Cloud Computing
Cloud computing involves web services, visualizatio

There are three main contributions of this papet thsoftware, networking and distributing computingo@ can

follow:-

1) A new model of cloud servers that is based dherdint
operating regimes with various degrees of enerfjgieficy
(i.e. processing power versus energy consumption).

2) A novel algorithm that can perform load balagcand
application scaling for maximizing the number ofvees
operating in the energy-optimal regime and comparisf
techniques analysis for load balancing and appicatcaling
using three different sizes of clusters and twdednt
average load profiles.

3) The objective of the algorithms is to ensuret tihe
largest possible number of active servers operéte their
respective optimal operating regime.

A. PROPOSED APPROACH
A new model of cloud servers that is basediffarent
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have several elements such as client data cendemattiple
distributed servers. It includes on-demand servitigh
availability, fault tolerance, flexibility, scaldhy, reduced
cost for owners, reduced overhead for clients ersustc. The
effective establishment of load balancing algorittan solve
such a problem; the load is basically a CPU utiimg
memory capacity, request delay or load in the ngtwo
Load balancing is the technique that can distrilthedoad
among the various nodes of different distributestey for
improving the job response time and resource atitin that
can avoid the situation where some nodes are lydasitied
and others are idle or in a sleep state. All preaesvery node
or system in the network does the same amount i€ atany
specific time. The main aim is to use effectivedidmlancing
algorithm that can minimize the latency and maxamike
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throughput on the cloud environment.
2) Energy Efficiency of a System

We can measure the energy efficiency of the differe
system as a ratio of performance per watt of polem few
decades performance of computing system is incde@aseh
more rapidly than its energy efficiency. The idlelightly
loaded system consumes less energy or should berrtea
zero and it increased linearly with the system \waa#l. But
practically the idle system can consume more tladfreinergy
of full load system. We have an optimal energy comgion
regime that is far from the typical operating regiof data
center servers. When energy proportional system idle
state is consumes no energy or very little enengliacreases
gradually as load increases.

3) Resource management policies for large-scale data
centers

These policies can be loosely grouped inte @ilasses
(i) Admission control

(ii) Capacity allocation

(iii) Load balancing

(iv) Energy optimization and

(v) Quality of service (QoS) guarantees.

To prevent the system from accepting the workload i
violation of high level system policies is expligibal of an
admission control policy; system not acceptingatiditional
workload that can prevent it from completing the'kvihat is
already done or in progress We have a knowledgthef
global state of the system for limiting the worldodn a
dynamic system, this knowledge is when availals@tibest
case. Allocating the resources for individual ins&s is
known as Capacity allocation.

4) Server Consolidation
We can measure the energy efficiency of ifferént
system as a ratio of performance per watt of pokuem few
decades performance of computing system is incdeaseh
more rapidly than its energy efficiency. The idlelightly
loaded system consumes less energy or should berrtea
zero and it increased linearly with the system \aa#t. But
practically the idle system can consume more tladfreinergy
of full load system. We have an optimal energy comstion
regime that is far from the typical operating regiof data
center servers. When energy proportional systein idle
state is consumes no energy or very little enenglyiacreases
gradually as load increases.
5) Energy-aware Scaling Algorithms
The main aim of this algorithm is to ensunattthe
numbers of active server out of all are operatirith \the
optimal operating regime.

The actions implementing this policy are

(a) Migration of VMs from a server operating in thosv
regime and then it switch the server to a sleep sigstem.

(b) Switching idle servers to a sleep state system
reactivate servers in a sleep state when the datizercload
increases;

(c) Migration of VMs from an overloaded server,eaver
operating in the high regime with applications fctst to
increases their demands for computing.
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6) Proposed Algorithm
Input:
Workload (W) ->W1, W2, W3
Resource (R) -> R1, R2, R3...
Output:
Migration List (M) -> M1, M2, M3...
Energy Efficiency Algorithm
1) Start
2) Extract Total workload list
W (2) -> W1, W2, W3....Wn
3) Access total Resource list
R (2) ->R1,R2,R3....Rn
4) User uploads file
U (2):F(Z2)->Un, Fn
5) Check first cloud server workload
6) Limitation of server depends on energy level
7) If server is going to energy threshold
8) File migrates to another server->HOT SPOT Prmces
9) Check remaining server workload.
10) Find Min (workload Resources) ->optimization
11) Manage workload of every server ->Green Compgulti
12) Check energy level

13) End.
C. IMPLEMENTATION
The

results of the proposed system are slo@low.
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V. CONCLUSION smallest set of serves operating at an optimal péevel to

The average server utilization in large data-cenied8% 9guarantee the required turnaround time can be rdited
[21]. When idle the servers of a data center userian half accurately. This is also true for many laaS appbea in the
the power they use at full load. The alternativehowasteful aréa of computational science and engineering. €T her
resource management policy when the servers agyslon, a/Wways a price to pay for an additional functiotyabf a
regardless of their load, is to develop energy-awaad system, so the future work should evaluate thelmad and

balancing policies. Such policies combine dynarmoover the limitations of the algorithms required by these

management with load balancing. There are ampfBechanisms.

opportunities to reduce the energy necessary toepdohe
servers of a large-scale data center and shrinkcainieon
footprint of cloud computing activities, even thbuthis is
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