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Abstract—This paper presents an Example-based super-
resolution for surveillance images in which high-reolution (HR)
image is reconstructed from single input image witbut
depending on external dataset of images. The mainead of our
technique is that random patches selected in HR ing@s match
some of the patches in low-resolution image (LR). Be&examples
are obtained by learning a dictionary which consist of LR input
image generated by a double pyramid of recursivelgcaled and
interpolated images. Moreover, a linear regressiorfunction is
learned to map the correspondence between HR patcind its
corresponding LR patch. Finally, objective metrics ach as PSNR
and SSIM has been evaluated. Comparison with stat-the-art
methods, based on external and internal dictionaryshows that
our algorithm produce clearer images with sharp edgs.
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. INTRODUCTION

Super-resolution (SR) is a technique in which high-

resolution images are reconstructed from low-rdgmiu
images. SR mainly aims to increase the resolutibrthe
images. The higher the resolution, the more theyardetails.
SR images are required for many application pdgity for
surveillance purposes in which enhancement of emall
region of interest objects is very necessary.
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Single-image SR (SISR), on the other hand, aims to
construct a SR image without the need of largekekternal
images i.e. a single unique input image is enough t
reconstruct the images.Single-image SR predictntigsing
HR details that are not present in the given oaljimage.
SISR methods are classified into two main divisions
interpolation-based method [2]-[4], and learning tmoel.
Interpolation-method is the simplest method to enpént. It
determine the unknown pixel in HR image by using
interpolation function. However, this method proesicinging
effects and blurring artifacts particularly, in nal images
with strong discontinuities. Due to the powerfulmeand
benefits of learning method numerous literature bagn
appeared in recent years.

Learning based algorithm follows pixel-based prared, in
which HR output value is inferred via statisticahtning [5],
[6], or patch-based procedures, where HR valuestisnated
from a dictionary which consists of HR and its esponding
LR patches. Example-based SR is a learning algoritihich
follows patch-based procedure [7].

Example-based SR recover the HR images from LR émag
by learning the high frequency details from thénireg image
pairs. An efficient prior must be learned to findhet
correspondence between the HR and LR image pahs. T
image prior is of two types: Explicit prior, impiic

SR methods are commonly classified into two majorPrior.Explicit prior makes use of mathematical eyer

categories. a) Multi-frame super-resolution b) &ngnage
super-resolution. Both the methods differ from eattter with
respect to the input images. In Multi-frame SR, ennoumber
of input images are used to recover the HR imadexeas, in
single-image SR only one input image is used fergfocess.
Park et al. [1] has given a good description almouiti-frame

function of an image such as contour let, gradmnfile etc.
The training time of these explicit priori basedy@ithm is
generally very large for big training set

Implicit priors are learned from training image ngailt
requires a collection of HR images and its corregipgy LR
images. The correspondence between the HR image#san

SR methods. Here, multiple images of a same scdtie w LR images is learned as an implicit prior. The iiwiplprior

different views is used to estimate the super wesbbutput
image. However, computational complexity arises tdueore
number of input images.
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can be learned either by direct mapping approacimdirect
mapping approach. The indirect mapping approachudies
algorithm such as K-nearest neighbor [8]-[10], vhhics
computationally expensive for practical applicationThe
direct mapping approach learns the relation betwdrand
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HR images as a regression function and it
computationally efficient.

In this paper, an example-based SR algorithm whists
internal dictionary to recover HR images is preseénfirst, a
“double pyramid” is build where traditional imageramid
[11] is connected with a pyramid of interpolatedaiges.
Finally, HR patches are reconstructed through tingapping
approach. A matrix-based implicit prior is usedléarn the
relationship between HR patches and LR interpolptgdhes.
This matrix-based implicit prior also preservesithage level
information and thus will reduce artifacts.

The objective of this paper is to estimate the Highuency
details from low-resolution surveillance images aim
preserve the image level information and also taluate the
effectiveness of the algorithm with
methodologies.

The paper is organized as follows: the section Bdeih
the self-example based SR and Matrix-based impfidibr.

is als@yramidal structure for a single image is obtairesl it

contains more internal representation of the imatgdifferent
scales. The input image is either conveniently, mWeealed or
up-scaled to different scale factors. The corredpane
between these LR and HR patches is learned torotitai
super resolved output image. The patches learnddsiway,
is called as the self-examples. Thus, a single @ralgne is
sufficient to obtain the super-resolution image ngsia
combination of matrix and statistical techniques.

Two kinds of learning schemes are defined inliteeature:
one step schemes [12], [13] and [14], and imagamidal
schemes in which recursively scaled pyramids anstcacted.
In one step schemes, only one training image pairsed for
the construction of dictionary, thus reducing thenputational

state-of-the-ar time of the algorithm. The technique depicted if][ihade a

way for many self-example based algorithm using gena
pyramids. In contrast to one-step scheme, manyitigimage
pair obtained by recursively down-sampling the Lfput

The proposed SR algorithm for surveillance imagss iimage The later method is used in this paper tddbikie

discussed in section 3, in which construction olulde-
pyramid, matrix-value regression operator and
reconstruction phase are explained. The performarficihe
proposed algorithm is evaluated and compared witiero
state-of-the-art methods in section 4 and findily ¢onclusion
of the paper is given in section 5.

. SELF-EXAMPLEBASEDSR
Single image SR is a process of reconstructing Hife
image by observing only one unique LR image. Wesittar
the following equation (1) to generate LR imagenfr¢iR
Image,

I, = *G) s 1)

Where, I, andly are the LR and HR image respectively, G

is the Gaussian blur kernel atg¢ represents down-sampling
by a scale factor of s.

Example-based SR recover the HR image from the ebov

generated LR image by the use of a dictionary. dib&onary
consists of HR image and its LR image counterpditte LR
image is the down-sampled version of HR image. DReand
HR patches are thus collected in a dictionary. ExXarbased
SR consists of two phase.

1) A training phase, where the dictionary with LRdaHR
patches are constructed.

2) The Super resolution phase, where the HR image
reconstructed from the LR image.

A. Sdlf-examples

In traditional methods, to obtain a relationshipgween low
resolution images and high resolution images, eater
training dataset is needed. This is simply to achi@ similar
quality of the internal representation of high taton image.
Moreover, this approach requires hundreds of eatémmages,
which makes the system inefficient. To tackle thisblem, a
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Fig. 1 Construction of single pyramid
i
Pyramid construction and searching of self-exampies

depicted in Fig. L,represents the low resolution input image

and._;, L_,, L_3, L_, are the four sub-levels. Herex!
represents the given input low resolution patchvirta x; ,
neighbors ¢}, v} ...) can be found in pyramid at any level

B. Matrix-based implicit prior
The correspondence between LR and HR patch isdddm a
linear matrix-based regression operator. Let(t5y;)i=; be
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the training image pair set, whexeand y are LR and HR
patch respectively of size p x p. An optimal manégression

(xy)
y=R.x(2)

If the patches are assumed to be full rank matritden the
regression operator can be deduced from (2)

R =yx~1(3)

where,x™! is the Moore-Penrose inverse matrixxof But
most of the natural images are not full-rank masicHence,
the regression operator cannot be determined agiloked in
(3). A least square regression is solved to fingl diptimal
matrix value operator.

. PROPOSEBRALGORITHM

In this section, we presented our proposed SR ithgotbased
on self-examples using double pyramidal approatie flow
chart representing the proposed methodology is BlowFig.
2
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Fig. 2 Methodology of the proposed algorithm
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A. Construction of Double Pyramid

The objective of SR algorithm is to recover HR imdgpm
the degraded version of LR image as given in image
generation model (1). The blur kernel G is chosenbé
Gaussian kernel ofvarianegf, where s is the scale factor. If
the LR input image is of size M x N, then the firmlper-
resolved output image is of sigl x sN.

As a beginning stage for our internal dictionargrféng
method, we first take the single pyramid descriimellig. 1. A
certain number of sub-levels are constructed froe LR
input image itselfk,), by using the following relation.

Ly =(Lo* Gp) ‘Lpn (4)

where, p is the scale-factor of the pyramid. Thb-lswel
image L_,is the down-scaled version of the input image
The Gaussian kerng| is then computed using the formula (5)
as described in [16]

2 —
O-Gn_

no . log(p)/log(s) (5)

After creating a single pyramid, each sub-level, is
interpolated by a factor p. The interpolated letels obtained
H(L_,), where H is the up-scaling operator. The image of
the interpolated level H(,,) is same as the non-interpolated
level present above in the pyramid,,, .Thus H({_,) and
L_,.+, forms the HR and LR training image pair respetyive
The LR and HR internal dictionary is formed by wsthe pair
sets [H(L_,), L_,+1] , where n=1,2....N, where N is the
number of sub-levels, LR and HR patches of equad aire
formed. Fig. 3 describes the above scheme, with'dbable
pyramid”.
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Fig. 3 Searching of seixamples in doub-pyramid

B. Matrix-Value Regression Operator

Let T = {(xy, y1)s.eve.. (xn, vn)} denotesthe training imagt
patchpair set. Let R be the operator that maps LR paifith
HR patch. Herey; represents the low resolution patch
y;represents the high resolution patdto learn the optime
matrix R*, a least squa regression technique is used from
training set T.

R*=argming Yi-,|ly; — Rx;|l% (6)

where, || .||z represents the Frobenius n. Let F(R)=
lly; — Rx;||2. Taking partial fraction and equating it to z
gives,

S]
~FR)=0 7
Now, equation (7) becomes,

o
or 2i=1(<Yi, Yi>r = 2<¥i, Rx;>p + <Rxy, Rx;>p) = 0
g

52?=1(<J’i:Yi>F —2<y;x{, R>p + <Rx;x{,R>p) = 0

7 Rxix] = Elyix]

R IPyix! Clax!)™!
The optimal matrix regression value operator iggity
R* = 5152_1 (8)

where, S; =2X"y;xI and S, = (Z''x;x]) are auxiliary
matrices. The inverse ofS, is found by factorizing usin
Singular Value Decomposition (SVD). HencS,= UzZVT
where,X is a diagonal matrix with singular values and \d
U are orthogonal matrices. Therefore,

R*=S, (VX UT) (9)

The regression operator in (9) gives the relabetween the
low resolution patch and high resolution patch frarich
fine details can be reconstructed to produce +-resolved
output image.

C. Reconstruction phase.

In this phase, the given input test image | isrjpdéated with
a scale factor s. Patchef size N X N is obtained from bc
the input HR image and the LR image, which is olgdiaftel
interpolation. The correspondence between the ctalle of
LR and HR patches are learned by the optimal matlxe
regression operator obtained in theatépn () This regression
operator superesolve the LR patch, resulting in the si-
resolved image output.

51

Ihr =R"* llr (10)

where,l;,. andl,, are LR and HR patch, respectively ¢éR™ is
the optimal matrix regression opera Merging the super-
resolved patches gives the st-resolution HR image.

IV. RESULTS AND PERFORMNCE METRICS

In this section, he proposed algithm is tested on some
images shownin Fig.4These images arused as input from
which superesolved images are tained and compared with
other state-of-art exampleased SR algorith. We have
considered beubic interpolation,Sparse SR algorithm to
analyze the efficienc8urveillance images shown Fig. 4 are
downloadedrom Caltech webpagdataset is used to evaluate
the efficiency by simulating using MATLAIThe single-input
image is downscaled to obtain the LR images fronciwhiR
and LR patches are extracted and s-resolved using a scale-
factor of 3. The original code are obtained fromspextive
author’s pag for the other methods in Table 1. Performe
metrics such as Peak to Signal Noise Ratio (PSNi)
Structural Similarity Index (SSIM) is calculated
summarized in Table 1. PSNR is the measure of tyt
between original input image and scaled up ie.

ve AR ETSS

c) Image 3
Fig. 4 Input Imags
It describes the variation in pixel values. If #8NR value i

high, then the quality of the image will be highB®ISNR i<
computed using the meanusge error which is given bel

2552

PSNR(xy) = 1Uogso (5 -)
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where,
MSExy=||x — y||2/WEH, (a) (b) (c)

W is the width of both images, and H is the heightboth  Fig. 5. Comparative results of the si-resolved surveillance
images patches. images. The methods considered are: (a)-cubic

interpolation, (b) Sparse SR, (c) Proposed me
SSIM is used to measure the similarity between ittput

image and the reconstructed image. L . )
Subjective asessment of SR relion some properties of the

recoveed SR image. The image is outwardly reviewed ®

_ (2pepy+C1)(20xy+C2) instinctive nature and sharpness to evaluate thditguwf the
SS5IMxy) = (M2+p2+C1)(0F+05+C)) recovered image. The highequency details in the image
where, used to evaluate the sharpness of an il. The quality of the
image is affected if the fin-details of the image is not
1 1 . e
b=y = prot_ected, resulting in ringing effecThese characte_nstlcs in
WxHYHx "™ W+HYYHy,  the imagesan be assessed bisually comparing the images.
The visual comparison of the surveillance imageth whe
o = 1 other state-of-thert methods is shown in Fig. The super-
x W+H nE resolved output for all the methods clearly exmaihat oul
W H = 13 (= 1e)?)2 : ; e
proposed algorithm produces clearer images with desfacts
1 than the other methods.
oy, = T Tab.1 depictgshe quantitative measure of the images
W H—13X"H (e — ny)?)z clealy shows that the proposed method outperforms re
state-of-theart algorithm. SSIM value indicates that im-
level information is preserved and shows the shityie
between the ground truth and SR output image aswl ldgh
Input Bi-cubic Sparse SR Proposed PSNR value shows that thetput image is recovered with
Image | PSNR | SSIM | PSNR| SSIM| PSNR| SSIM less distortions.
Imagel | 26.17 | 0.7389 28.84 0.815429.91 | 0.8795
Image2 | 31.62 | 0.6572| 32.02 0.754733.63 | 0.7991 V. CONCLUSION
Image3 | 25.82 | 0.7003| 26.92 0.739627.71 | 0.7957 In this paper, an examphlased sup-resolution algorithm

which uses a singlenage for reconstruction is presented.
algorithm initially, constructs a “double pyramidd extraci
patches from a single-imaged it ic used to build an internal
dictionary consisting of both LR and HR patcheslikear
regression operator is learned to find the relatietween botl
these patches and finally the output SR imagecisn&tructed
PSNR and SSIM hasonsiderably high gain compared
other existing methodsThe output superesolved image is
also visually cleaner with less artifacts. The alfpon makes
use of only one singlenage, without relying on extern
training database maig it computationlly efficient.

Tab. 1 Performance comparison of PSNR and SSIM
other state-of-thert method
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