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Abstract— MapReduce is an important paradigm for
processing very large scale dataset.MapReduce iseonf the most
popular methods for processing large dataset it carun on large
distributed commodity hardware clusters like Clouds The Map
function uses the input Key/value pair for pocessing and a
reduce function takes the input data in the form ofKey/value
format merge all the key/value and write it into Haloop
Distributed File System (HDFS).Hadoop uses FIFO setuling
by default. When a flock of jobs is concurrently sbmitted to a
MapReduce cluster, the overall system performanceniterms of
job response times might be seriously degraded.Thehallenging
issue is that ability of efficient scheduling mechasm for
MapReduce. However, traditional scheduling algoritims used by
Hadoop not always guarantee good average responseés under
different workloads. The objective of the researchis to study
MapReduce analyze different scheduling algorithmshat can be
used to achieve better performance and also provide some
guidelines on how to improve the scheduling in Hadip
environments.
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I. INTRODUCTION

Hadoop [1] is an open source platform developedDioyg
Cutting and Mike Mike Cafarella under the eaij called
“Nutch” which run on java-based programming framekvi
used for processing and storing extremely largas#ds in a
distributed environment.Hadoop developed under Apac
project and it sponsored by the Apache Softwarenéation.
Hadoop framework allows distributed processing efiMarge
data set across the different cluster of computesig
MapRedue programming model. It designed to scalé&-amp
a single server to thousand of independent clustlish can
run on commodity hardware. Rather than rely on Wward to
deliver high-availability, the library itself is digined to detect
and handle failures at the application layer,tkat it can
provide highly available service on the top of thester.

a) Hadoop

Hadoop makes possible to run any MapReduce [2] @gjgn on

thousand of system's with the help of commodity Wware,

facilities and it has the ability to handle theateytes of data.lt
provides fast and reliable analysis of structurathdunstructured
data and semi-structured data. Given its capabsilitee handle
large data. Apache Hadoop is a distributed file syf3¢

facilitates the brisk transfer of data on
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the different nodes and it allows to process tha dacase of
any node failure [4] in a cluster.It prevents fromexpected of
data loss, Its even if more than one no of nodesoine
inoperatilt's a foundation of big data processinghs as
scientific analytics, business, and salptanning and
processing it is essentially a framework that afiofer the
distributed processing of large datasets acrosstest of
computers using a simple programming model. It szale up
from the single node to thousands of nodes, eade mall

offer local computation and storage.

Hadoop was created by two computer scientists Boun
Cutting and Mike Cafarella in the year 2006 undher project
Nutch.It inspired by the good MapReduce softwaagework
which breaks the files into small chunks and prectsem
individually in the different cluster and once thmcessing is
done combine them all together.Hadoop was developeler
the OpenPGP (standard as defined by RFC4880 atsorkas
PGP) and its an open source technology, the ledésase of
Hadoop version is 3.0.0-alpha2 on 25 January 2017.

b) MapReduce

Defin MapReduce is an important high rf@enance
computing paradigm software framework used for emsyng
of applications which process large-scale data gssiag [5]
in various clusters.Apache Hadoop is an opensource
implementation of MapReduce programming modelhas
been deployed in a large cluster containing thodisah
machines. A MapReduce job usually splits the ingatia-set
into two independent chunks which are processedthay
mapper and reducer in a completely parall@inmer. The
MapReduce framework sorts the outputs of the mappeich
are then inputted to the reducer. Typically both imput and
the output of the job are stored in a file systeihed Hadoop
distributed file system (HDFS). Hadoop enables lissgi
distributed processing of extensive unstructudata sets
across commodity computer clusters, The each nodthe
cluster are used his own storage. MapReduce sdwes
essential functions: It send out the map wutipto many
clusters, and it organizes and reduces the reflts each
node into a cohesive answer to a query.

MapReduce is composed of several
components, including:

» JobTracker -- the master node that managesia| |
and resources in a cluster)
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» TaskTrackers -- agents deployed to each macdhine
the cluster to run the map and reduce tasks

DataNodes. The JobTracker places the client
program in the HDFS. Once it placed, JobTracker
will assign tasks to TaskTrackers on the DataNodes
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c) Job Tracker

Job tracker runs on Apache MapReduce engine it
responsible for accepting the client request.Oheer¢quested
has been accepted it assign to the TaskTrackerevtherdata
locally reside.JobTracker [6] fails to assign tleguest to the
TaskTracker then it will assign the task wittsame rack
where the data locally present. If the TaskTradkés then

JobTracker assign a new Task where the replicahefdata
exits by default it makes three replica.
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Job Tracker Process

i) Accept Job request from client.

i) JobTracker consults with NameNode in order to

determine the location of the data.

iii) JobTracker locate the TaskTracker where thenda

reside and submit the task.

iv) The TaskTracker perform the execution of taskl
send the heartbeat signal to JobTracker.If task
tracker fails then JobTracker will again restaet th
task in some different TaskTracker.

v) One the job has been completed it updateatsistiob

completes.

vi) After completion of task client can pull infoation

from TaskTracker.

d) Task Tracker

TaskTracker is a cluster node which accept tisk from
(Map,Reduce and Shuffle) from JobTracker.It keep@mding
the heartbeat to the JobTracker to notify thas ialive.Along
with this information it is also send the free slavailable
within it to process tasks.

Task Tracker Process includes

i) The JobTracker will collect information frotihe
NameNode about the data which is reside
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based on data locality.

TaskTracker handling the starting the Map task

the DataNode by picking up the client progra

from HDFS.

i) After completion of Map task an intermediate

file created on HDFS.

iv) Result of Map task given as input to Reducé.tas

v) Reduce task will works on all data received from
map tasks and writes the final output to HDFS.

vi) Once the task executed the intermediate data
generated by the TaskTracker will be deleted.

e) Hadoop Distributed File System (HDFS)

Hadoop Distributes File sytem [7] is a digttibd storage
which is design to run on a cluster of commoditydmaare.

The HDFS id pretty much similar to the existingtdimited

file system, but the differences are significatnthas highly
fault-tolerant freature and low cost freature whictakes it
different from distributed file system.HDFSeaworiginally

build by the Apache under the project called NUT@G#b

I%earch engine project. It has two main componeméhode
and DataNode which manages all these operation

i)

HDFS Architecture

Metadata (Name, replicas, ...):
/homeffoo/data, 3, ...
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f)  Name Node

NameNode [8] is the central component of HDFS dijstem,
it keeps the metadata and the directory tree ofile88 in the
file system, and tracks all the cluster where théadile is
kept. It does not store the data of these filedfits

Client application directly interacts with the Naxwde when
they need to locate any file or when they want égycor
delete any file, interact Namenode will redirece thlient
directly to the Datanode where the real files doeesl so that
client can directly interact with DataNode.

NameNode is a single point failure for HDR8here the
NameNode fail that time entire filesystem goesindflThe
optional is to keep a secondary NameNode on a a&per
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machine to create checkpoints if NameNode faila files
can be retrieved through this check points.

g) DataNode

A is DataNode [9] where the actual data resideuAcfional
filesystem has more that one DataNode distributedr o
multiple clusters.To keep track of DataNode it sena
heartbeat signal to the NameNode to say that DataNs
alive, if NameNode doesn't send any heartbeat tieis
considered to be dead and initiate replicationlotks which
stored on the DataNode.

At the time of storing data block, it maintainsteecksum for
that data block. The DataNode keep on updating
NameNode with the block of information periodicallyhe
NameNode will verify the checksum if it matches twihe
DataNode then it will update that checksum if iedo't match
that means data is corrupted. In this way, NameN®dbévays
aware of any data corruption on DataNode.

[I.  HADOOP SCHEDULING
HADOOP SCHEDULER MAINLY DEVELOPED TO RUN THE VERY ARGE
BATCH JOB LIKE WEB INDEXING AND LOG MINING.USER SUBMITS THEIR
JOB TO THE SCHEDULER IN A QUEUEAND CLUSTER RUN THIS JOBS IN
ORDERBY DEFAULT, Hapoop uses THEFIFO SCHEDULING IN ORDER
TO RUN THE JOBS SNCE HADOOP BECAME PLUGGABLE SEVERAL
SCHEDULING ALGORITHMS DEVELOPED FOR IT THE RESULT WAS TWO
SCHEDULING ALGORITHM WAS DEVELOPED FOR MULTMUSER WORKLOAD
APPROACH THE FAR SCHEDULING WHICH IS DEVELOPED BY
FACEBOOK AND CAPACITY SCHEDULING WHICH IS DEVELOPEDAT
Y AHOO.

a) FIFO SCHEDULING

By default Hadoop is using FIFO scheduling, in theall the
user submits their jobs to a queue.Once the jalivided into
independent tasks among all the cluster, onceatslettas been
divided the JobTracker allocate the free slot whéchvailable
in TaskTracker.One of the better way to implemdet EIFO
scheduling with the help of parity based. The FHeBeduling
doesn't give the guarantee good response time & riot
useful for an interactive user.

The problem with the FIFO scheduling approach et tine
small jobs are stuck behind the big jobs, it causepoor
utilization of the cluster.

b) FAIR ScHEDULING

Fair scheduling approach [10] is developed bt Fackbto
manage their cluster.In Fair scheduling approaehrésource
is divided into jobs in a such a way that all tiob jget the
average and equal share of a viable resourcer fke single
job running in then all the resource allocated hat tsingle
job.The Fair scheduling divide the jobs into eli#nt jobs
pools, and divide the resource among all thesespbloé Fair
scheduling allow grantee minimum share to poolghst it is
easily restrict the user to allocate resource basetheir jobs
or group. if the pool share minimum and it is naeting for
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the period of time, then scheduler optionally suppo
preemption of jobs which is running in other jobojso It will
make room to run the high parity jobs with preemptiWhen
Fair scheduling preemption it will choose the taskich
launches most recently. Fair scheduling can lintie t
concurrent task running in the per user and pet. powill be
useful when any user will submit the 100 of thktasa time
and it will also ensure the intermediate data nbtthe cluster
disk when the several others task is running b tame
cluster.

¢) Fair Sharewith Delay Scheduling

thie [11], however, there is always a conflict betweairness
and data locality(launching reduce task one theenatiere
input data is present).To address this problem repgse an
algorithmic delay scheduling in this first slot \wee giving to
a task is unlike to have data for it finish, onhe finishes so
quickly that some slot with data will beedr within few
second.
In this section, we consider the delay schedulirglows the
job upto T times.
Pseudocode for this algorithm is shown below:

Algorithm 1 Fair Sharing with Simple Delay Schedgli

Initialize jb.skip_count to O for all jobsjb.

While receiving heartbeat from nodtle
If nodeN has free slothen
sortjobsincreasing order by no of running task
for j in jobsdo
if jb has un-launched taskvith data orlN nodethen
launcht on N
setj.skip_count=0
else ifjb has un-launched task
then if jb.skip_count[] T then
launcht onN
else
setj.skip_count = jb.skip_count +1
end if
end if
end for
end if

Once the job has been skipped by T times, we ailhth the
arbitary non local task without resetting skip_coldrthe job
manage to launch the local task again we will du t
skip_count back to 0.

The Fair scheduling can be useful for the job vdifierent
size and it also supports the preemption.It hasathiéty to
limit the no of concurrent task running per userper pool.
This can be very effective when jobs have theiredelency
on external factors like web services or Database.

In fair scheduling approach[12][13], there is alway conflict
between the fairness and data locality (placingtédsi on a
node where the input data actually reside).To aehthe fair
sharing goal two methods are there.
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(a) Kill the currently running task and make thet sivailable
for a new task.

(a) Kill the currently running task and make thet slvailable
for a new task.

Killing the currently running task has a disadvametavasting
of work of killing the task.On other hand waitingr fcurrently
running job to complete have negative effects oméss, and
it has to wait for an unending amount of time amel new job
may not have any input data on that node.Tbelay
scheduling helps to resolve all these issues thtistcally
multiplex clusters while the minimum impact on fass
(giving the fair share to new jobs quickly) andhaving the
data locality. To reassign the resource to newrgdssigning
resources approach (killing task from the previgais and
make room for the new job) is used and waitingtémks to
finish to assign slots to new jobs. In data, thealily has two
problem head-of-line scheduling and sticky slots.

Scan jobs in order given by queuing policy and ipigkfirst
that is permitted to launch a task, Jobs must bedibre being
permitted to launch non-local tasks.

If wait < T1, only allow node-local tasks
If T1 < wait < T2, also allow rack-local
If wait > T2, also allow off-rack
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The Delay scheduling used temporarily relaxeisndéas to

improve locality, | t will wait for until the locatlata node is
free.

lll. RELATED WORK

Scheduling in Hadoop system has already received db
attention.Early research by Matei Zaharia et al [ibposed
fair scheduling algorithm to assign resource egutdl each
user and provide better performance isolation antbaguser,
however, the main objective is not to optimize tyestem
performance.In delay, scheduling was proposed faraming
the fair scheduling by increasing the data locdlite [15]
quincy scheduler fair assignment is done by comsigethe
data locality by solving minimum network flow preioh

however, this is very limited because itludes a huge
amount of computation complexity.There are sdvether
researchers has done to enhance the MapReduce
framework.The Sawzall programming language [16] asm
automatically analyzing huge distributed data filée
difference between Sawzall and MapReduce is that it
distributes the reduction in a hierarchical topgibgsed
manner.The Matchmaking scheduling [17] approactkema
scheduling decision in round manner, non-localdata local
task will be in the first round and non-localtasitl e in the
second round to avoid the wasting of computaticsouece.
Finally, Condie et al. [18] recently extended thep®Reduce
architecture to work efficiently for online jobs addition to
batch jobs. Instead of materializing the intermedidata of
key/value pairs within every map task, they haveppsed
pipelining these data directly to the reduce taskey further
extended this pipeline MapReduce to support interaaata
analysis through online aggregation and continuqusry
processing.Finally to conclude that our proposgdrihm are
orthogonal among all the above algorithms are stichied
and scalable, they do not deal with data locatis/they share
only one resource.

IV. EXPERIMENTAL SETUP

In this section, we present a rigorous performancduation

of our proposed techniques. The details of the esyst
configurations are given along with the conductegegiments
with dual 2.20GHz Intel(R) Core(TM)i5-5200U process
4GB RAM, and 80GB hard drives.To coneputhe
performance we have install Hadoop 1.1.2 versiom.FiIDFS
block size is 128 MB, by default replication of adh
TaskTracker has 2 Map slots and one Reduce slot.Our
scheduler operates one this parameter: set theSsipe both
map and reduce slot and the time out the estinfdtewsize is
10sec.

Workload: we have performed two operation wordcount and
maximum and minimum temperature.First, we aim tadgt
the scalability of the different reducing approasherms of
counter and the size of the Map and Retlucerder to
evaluate the system performance, we have compaved o
scheduling algorithm with native Fair schedglWe have
generated four datasets of 1GB,2GB, and 3GB.

V. CONCLUSION

Apache Hadoop software framework is used for preiogs
large data set organization like Facebogkhoo are
processing Petabytes of data in a day.For proagstirese
dataset MapReduce paradigm is used.In this paperhave
seen different types of job scheduling like FIFGhist
scheduling method is not suitable for small jobd amerage
job response time is significantly decrease untlerdase of
high variance and this scheduling doesn't consiiderather
factors like resource, locality and job latency.@eercome
these drawback the various pluggable scheduleintasiuce.
Our work is to improvise the Hadoop Fair schedutmget
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the better result and improve the data locality nehtbe large
cluster are used for wide range of workload whinbtlides
interactive data processing task.As the consequemeéhave
witnessed the rise of deployment best practiesources [°
among competing jobs.In addition, we have s#®n best
practice in which fair sharing resource amat@mpeting
jobs.It also demonstrated the best cluster utibmainvolving

creation os resource pool to accommodate workload a
important

tuning efforts.We showed Fairithw delay

scheduling performs well, with widely and that psecjob
information not essential for scheduler functiowgerly.Our
experiment result we have compared the Fair withdblay
with widely used native Fair scheduling algorithtrindicates
that both intractive and efficiency for samll ardde job size
with good data locality, which have not considenmedative
Fair scheduling method.
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